STAT 530, Fall 2022 --Homework 3 Example Solutions

-----------

#### Only graduate students are required to do problem 5(b) below.  It is extra credit for undergraduates.

# 1) a) Find the eigenvalues and eigenvectors of S.

Eigenvalues are

[1] 9 9 5

Eigenvectors are the columns of:

     [,1] [,2] [,3]

[1,]    0    0    1

[2,]    0    1    0

[3,]    1    0    0

b) Determine all three principal components for such a data set, using a PCA based on S.

Importance of components:

                          Comp.1    Comp.2    Comp.3

Standard deviation     3.0000000 3.0000000 2.2360680

Proportion of Variance 0.3913043 0.3913043 0.2173913

Cumulative Proportion  0.3913043 0.7826087 1.0000000

Loadings:

     Comp.1 Comp.2 Comp.3

[1,]               1     

[2,]        1            

[3,] 1                   
Y1 = X3 (or 0X1 + 0X2 + 1X3)
Y2 = X2 (or 0X1 + 1X2 + 0X3)
Y3 = X1 (or 1X1 + 0X2 + 0X3)
c) What can you say about the principal components associated with eigenvalues that are the same value?

They account for the same proportion of variance in the data set.
# 2)  Suppose a multivariate data set has sample covariance matrix S =

[36  5

  5  4]

a) Determine both principal components for such a data set, using a PCA based on S.  

> my.S <- matrix(c(36,5,5,4), nrow=2, ncol=2, byrow=T)

> 

> pc2a <- princomp(covmat=my.S)

> summary(pc2a,loadings=T)

Importance of components:

                          Comp.1     Comp.2

Standard deviation     6.0632545 1.79915130

Proportion of Variance 0.9190764 0.08092363

Cumulative Proportion  0.9190764 1.00000000

Loadings:

     Comp.1 Comp.2

[1,] -0.989  0.151

[2,] -0.151 -0.989

Y1 = -0.989 X1 – 0.151 X2

Y2 = 0.151 X1 – 0.989 X2

b) Determine the correlation matrix R that corresponds to the covariance matrix S.

> my.R <- cov2cor(my.S)

> my.R

          [,1]      [,2]

[1,] 1.0000000 0.4166667

[2,] 0.4166667 1.0000000

c) Determine both principal components for such a data set, using a PCA based on R.

Are the PCA results different from those in part (a)?  If so, try to explain why they are different.

> pc2c <- princomp(covmat=my.R)

> summary(pc2c,loadings=T)

Importance of components:

                          Comp.1    Comp.2

Standard deviation     1.1902381 0.7637626

Proportion of Variance 0.7083333 0.2916667

Cumulative Proportion  0.7083333 1.0000000

Loadings:

     Comp.1 Comp.2

[1,]  0.707 -0.707

[2,]  0.707  0.707

Y1 = 0.707 X1 + 0.707 X2

Y2 = -0.707 X1 + 0.707 X2

In the PCA based on S, the first component is dominated by the first variable (which has a larger variance).  In the second PCA, both variables are equally important in the first component.
#### Only graduate students are required to do problem 5(b).  It is extra credit for undergraduates.

# 3) 

> my.cor.mat <- matrix(c(1,.402,.396,.301,.305,.339,.340,

+ .402,1,.618,.150,.135,.206,.183,

+ .396,.618,1,.321,.289,.363,.345,

+ .301,.150,.321,1,.846,.759,.661,

+ .305,.135,.289,.846,1,.797,.800,

+ .339,.206,.363,.759,.797,1,.736,

+ .340,.183,.345,.661,.800,.736,1),

+ ncol=7, nrow=7, byrow=T)

> 

> pc3 <- princomp(covmat=my.cor.mat)

> summary(pc3,loadings=T)

Importance of components:

                          Comp.1    Comp.2     Comp.3    Comp.4     Comp.5

Standard deviation     1.9492241 1.2256950 0.80610632 0.6000474 0.58237656

Proportion of Variance 0.5427821 0.2146183 0.09282963 0.0514367 0.04845178

Cumulative Proportion  0.5427821 0.7574004 0.85023003 0.9016667 0.95011851

                           Comp.6     Comp.7

Standard deviation     0.48502898 0.33751644

Proportion of Variance 0.03360759 0.01627391

Cumulative Proportion  0.98372609 1.00000000

Loadings:

     Comp.1 Comp.2 Comp.3 Comp.4 Comp.5 Comp.6 Comp.7

[1,] -0.276 -0.365  0.882                            

[2,] -0.212 -0.639 -0.258  0.687                     

[3,] -0.295 -0.512 -0.381 -0.699 -0.101              

[4,] -0.438  0.235         0.102 -0.619  0.318  0.503

[5,] -0.456  0.277         0.113         0.290 -0.785

[6,] -0.450  0.178                      -0.870       

[7,] -0.436  0.180                0.770  0.233  0.353
It looks like 2 components (which explain ~76% of the variance) or 3 components (which explain ~85% of the variance) are sufficient.  The first PC seems like a general “shortness” index, since it has negative coefficients for height, foot length, forearm length, and finger length.  Someone with a high score for PC1 would probably be short with short feet, arms, and fingers.  The second PC has high negative loadings on head breadth and face breadth, so this seems like a “narrowness of head” index.  Someone with a high score for PC2 would probably have a narrow face and head.  The third PC has a high positive loading for head length, so this is a “head length” index.  Someone with a high score for PC3 would probably have a long head.

# 4) 

> summary(food.pc,loadings=T)

Importance of components:

                          Comp.1    Comp.2    Comp.3    Comp.4       Comp.5

Standard deviation     1.4824903 1.0696751 0.9211811 0.8988007 0.0400021115

Proportion of Variance 0.4395555 0.2288410 0.1697149 0.1615686 0.0003200338

Cumulative Proportion  0.4395555 0.6683965 0.8381114 0.9996800 1.0000000000

Loadings:

        Comp.1 Comp.2 Comp.3 Comp.4 Comp.5

Energy   0.654        -0.149 -0.199  0.709

Protein  0.151 -0.691  0.463 -0.525 -0.104

Fat      0.639  0.202 -0.216 -0.134 -0.697

Calcium -0.355        -0.652 -0.670       

Iron    -0.122  0.689  0.540 -0.468   
It looks like 2 components (which explain ~67% of the variance) or 3 components (which explain ~84% of the variance) are sufficient.  

The first PC seems like a “high-energy, high-fat” index.  Beef roast and beef steak have high scores for PC1.  Raw clams and canned clams have low scores for PC1, so they probably have little energy/fat in them.
The second PC seems like a “high-iron, low protein” index.  Raw clams and canned clams have high scores for PC2.  Bluefish, canned tuna, and canned chicken have low scores on PC2.
The third PC is a “high-iron, low calcium” index.  

Plots of the observations in terms of their scores on the first 2 PCs are shown below:
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# 5) A PCA on the full data set:
> air.pc.full <- princomp(USairpol.data, cor=T)

> 

> summary(air.pc.full,loadings=T)

Importance of components:

                          Comp.1    Comp.2    Comp.3    Comp.4     Comp.5      Comp.6

Standard deviation     1.4819456 1.2247218 1.1809526 0.8719099 0.33848287 0.185599752

Proportion of Variance 0.3660271 0.2499906 0.2324415 0.1267045 0.01909511 0.005741211

Cumulative Proportion  0.3660271 0.6160177 0.8484592 0.9751637 0.99425879 1.000000000

Loadings:

         Comp.1 Comp.2 Comp.3 Comp.4 Comp.5 Comp.6

Neg.Temp -0.330  0.128  0.672  0.306  0.558  0.136

Manuf    -0.612 -0.168 -0.273  0.137  0.102 -0.703

Pop      -0.578 -0.222 -0.350                0.695

Wind     -0.354  0.131  0.297 -0.869 -0.113       

Precip           0.623 -0.505 -0.171  0.568       

Days     -0.238  0.708         0.311 -0.580       
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Based on the biplot above, Chicago appears to be the biggest outlier, with Phoenix the second-biggest.  

5b) A PCA on the data set with the biggest outlier, Chicago, removed:

> summary(air.pc,loadings=T)

Importance of components:

                          Comp.1    Comp.2    Comp.3    Comp.4     Comp.5

Standard deviation     1.4523018 1.2245852 1.2012367 0.8669370 0.34219183

Proportion of Variance 0.3515301 0.2499348 0.2404950 0.1252633 0.01951588

Cumulative Proportion  0.3515301 0.6014649 0.8419599 0.9672232 0.98673904

                           Comp.6

Standard deviation     0.28207400

Proportion of Variance 0.01326096

Cumulative Proportion  1.00000000

Loadings:

         Comp.1 Comp.2 Comp.3 Comp.4 Comp.5 Comp.6

Neg.Temp -0.292  0.287  0.644  0.289  0.493  0.302

Manuf    -0.623 -0.220 -0.171  0.181  0.276 -0.652

Pop      -0.561 -0.344 -0.278        -0.225  0.656

Wind     -0.378  0.155  0.256 -0.867 -0.112       

Precip           0.484 -0.638 -0.179  0.539  0.188

Days     -0.263  0.702         0.300 -0.571 -0.126
Around 3 PCs seems sufficient.  The first PC loads highly on manufacturing, for both the PCAs on the full data set and on the reduced data set.  The negative coefficients makes PC1 kind of a “lack of industry and population” (closer to agrarian?) index.  The second component in the reduced data PCA loads heavily on days, while in the full data PCA, the second component also loads heavily on precipitation.  Clearly PC2 is a kind of “snow or raininess” index (note snowy Buffalo and raint Seattle have high PC2 scores!).  The third PC here (in both analyses) is kind of a “cold but not rainy” index with the high positive loading on neg.temp. and the high negative loading on precipitation.
The biplot for the PCA after deleting Chicago (shown below) shows Phoenix (city 1) as an outlier both in PC1 and PC 2 scores.  A similar analysis could be done deleting both Chicago and Phoenix.
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