
Mixture Model Estimation 2

Solution:

(a) Let X = (X1, X2, . . . , Xn),

P (X; λ) =

nY

i=1

e

−λ λ

Xi

Xi!

= (e

−nλ
)× (λ

P
i Xi

)× (

nY

i=1

1

Xi!
)

= exp{η(λ)T (X)−B(λ)}h(X),

where T (X) =

P
i Xi, η(λ) = log(λ), B(λ) = nλ and h(X) =

Qn
i=1

1
Xi!

.

P (X; λ) is exponential family distribution with a single parameter. Therefore,

T (X) =

P
i Xi is sufficient and complete statistics.

(b) Let T (X) =

P
i Xi, the moment generation function of T (X)

MT (X)(s) =

nY

i=1

MXi(s) =

nY

i=1

e

λ(et−1)
= e

nλ(et−1)

⇒ T (X) ∼ Poisson(nλ).

Therefore,
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) =
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.

(c) Let B =

n−1
n , using part (b),

E(B

T (X)
) = e

nλ(n−1
n −1)

= e

−λ
.

Therefore,

°
n−1

n

¢T (X)
is an unbiased estimator of e

−λ
.

°
n−1

n

¢T (X)
is UMVUE, since

°
n−1

n

¢T (X)
is a function of a complete and sufficient statistics, and is unbiased.
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(d) Based on SLLN,

¯

Xn
p→ λ, e

t
is a continues function, thus

e

−X̄n
p→ e

−λ
.

(e) Based on CLT, √
n(

¯

Xn − λ)

d→ N(0,λ).

Following Delta method,

√
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¯

Xn)− h(λ))
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�
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2
λ),

√
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)
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∑
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⇒
√

n(e
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−λ
)

d→ N(0, e

−2λ
λ)

⇒

σ

2
= e

−2λ
λ.



Solution to Problem 2: 

 

There is some leeway in the type of regression model that could be fit, but given the fact that the 

responses are counts that are relatively low, a Poisson regression model seems the best choice.  The 

normal linear model does not give a horrible fit, but the nature of the response data leads on toward a 

Poisson model. 

 

Of paramount importance is that the correct terms be included in the model.  A ‘weekend’ indicator 

variable should be created and included in the model.  The ‘holiday’ variable should be in the model as 

well, and there should be a ‘weekend × holiday’ interaction term in the model, based on the president’s 

suspicions about those factors’ joint effects.  The ‘high temperature’ variable should be in the model, and 

some type of non-linear form should be explored:  Below I include it with a quadratic effect, but other 

explorations of form are possible.  The ‘date’ variable should be included in the model, and the relevant 

hypothesis test is whether its associated marginal effect is positive. 

 

R Output for Poisson regression model: 

 
Call: 

glm(formula = sales ~ weekend + holiday + weekend:holiday + hightemp +  

    hightempsq + date, family = poisson) 

 

 

Coefficients: 

                        Estimate Std. Error z value Pr(>|z|)     

(Intercept)           -0.5536997  1.4619218  -0.379    0.705     

weekendyes             0.0779313  0.1073342   0.726    0.468     

holidayyes             1.5276885  0.2266158   6.741 1.57e-11 *** 

hightemp               0.0435623  0.0442320   0.985    0.325     

hightempsq            -0.0003298  0.0003295  -1.001    0.317     

date                   0.0330950  0.0057679   5.738 9.59e-09 *** 

weekendyes:holidayyes -0.3071655  0.3056174  -1.005    0.315     

--- 

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1  

 

(Dispersion parameter for poisson family taken to be 1) 

 

    Null deviance: 194.46  on 99  degrees of freedom 

Residual deviance: 100.57  on 93  degrees of freedom 

AIC: 426.52 

 

Number of Fisher Scoring iterations: 4 

 

Before looking at model diagnostics, we immediately see that our preliminary model sheds some light on 

some of the president’s suspicions:  (1) Expected car sales are higher on holidays (given the other 

predictors in the model).  This effect does not seems to depend on whether the holiday is on a weekend, 

since the interaction term is non-significant.  In fact, the ‘weekend’ factor is not significant at all. 

(2) As suspected, the later dates in a month do yield higher expected car sales, as the coefficient of date is 

significantly positive.  (3) Based on this output, ‘high temperature’ does not seem to have an effect on car 

sales (in fact, even if we remove the quadratic term, ‘high temperature’ is non-significant).  But see 

below… 

 

 



Some diagnostic residual plots are given here.  These exact diagnostic plots need not be done, but some 

type of diagnostics should be attempted. 

 

 

 

 

Based on these plots, the model seems to fit well overall.  There are not any serious outliers, although 

Observation 87 may be an influential case based on its large Cook’s distance.  (This is one of the days 

with a sales count of 16.)  We fit the model without Observation 87 to see whether any substantive 

conclusions change: 
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glm(formula = sales ~ weekend + holiday + weekend:holiday + hightemp +  

    hightempsq + date, family = poisson, subset = -87) 

 

Coefficients: 

                        Estimate Std. Error z value Pr(>|z|)     

(Intercept)           -2.9221447  1.8725814  -1.560   0.1186     

weekendyes             0.0775512  0.1072520   0.723   0.4696     

holidayyes             1.6057996  0.2301503   6.977 3.01e-12 *** 

hightemp               0.1104070  0.0553623   1.994   0.0461 *   

hightempsq            -0.0007987  0.0004054  -1.970   0.0488 *   

date                   0.0351601  0.0058331   6.028 1.66e-09 *** 

weekendyes:holidayyes  0.3186657  0.4026778   0.791   0.4287     

--- 

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1  

 

(Dispersion parameter for poisson family taken to be 1) 

 

    Null deviance: 176.622  on 98  degrees of freedom 

Residual deviance:  95.452  on 92  degrees of freedom 

AIC: 416.78 

 

Number of Fisher Scoring iterations: 5 

 

Most conclusions remain the same, but there is one important difference:  We see a marginally significant 

quadratic effect of high temperature on car sales.  The major conclusions about the effects of ‘date, 

‘holiday’ and ‘weekend’ remain the same.   





























5. a) U1, U2 i.i.d Uniform(0, 1). f(u1, u2) = 1; 0 < u1, u2 < 1.

Z1 = cos(2πU1)
√
−2 logU2, Z1 = sin(2πU1)

√
−2 logU2

Then since −1 ≤ cos(·) ≤ 1 on [0, 2π] and −∞ < log(·) < 0 on (0, 1) we have −∞ < Z1 <∞
and −∞ < Z1 <∞.

Z1

Z2
= tan(2πU1) ⇒ U1 =

1

2π
arctan

(
Z1

Z2

)
Z2
1 + Z2

2 = −2 logU2 ⇒ U2 = e−
1
2
(Z2

1+Z
2
2 )

Jacobian: ∣∣∣∣∣ du1
dz1

du1
dz2

du2
dz1

du2
dz2

∣∣∣∣∣ =

∣∣∣∣∣∣∣
1
2π ·

1

1+
(

z1
z2

)2 · 1
z2

1
2π ·

1

1+
(

z1
z2

)2 · −z1z22

e−
1
2
(z21+z

2
2)(−z1) e−

1
2
(z21+z

2
2)(−z2)

∣∣∣∣∣∣∣
=

− 1

2π
· e
− 1

2
(z21+z

2
2)

1 +
(
z1
z2

)2
 −

 1

2π
· e
− 1

2
(z21+z

2
2)

1 +
(
z1
z2

)2 · (z1z2
)2


= − 1

2π
e−

1
2
(z21+z

2
2)

Thus

f(z1, z2) =
1

2π
e−

1
2
(z21+z

2
2) , −∞ < z1, z2 <∞

i.e Z1, Z2 are iid N(0, 1).

b) We know that If X = m + BY where Y ∼ N(µ,Σ)
then X ∼ Normal with E(X) = m + Bµ and V ar(X) = BΣB′.

Thus for the present problem we have Y ∼ N(Xβ, σ2I).
Since β̂ = (X′X)−1X′Y, we have β̂ ∼ Normal with

E[β̂] = (X′X)−1X′E(Y) = (X′X)−1X′Xβ = β

V ar[β̂] = (X′X)−1X′ ∗ σ2I ∗X(X′X)−1 = σ2(X′X)−1

c) Z ∼ N(0, I) and V = µ + A′Z. Then V ∼ Normal with

E[V] = µ + A′E[Z] = µ

V ar[V] = A′V ar[Z]A = A′IA = Σ

Thus if we have Z then we can get V by linear transformation.(See .doc file for R code and
plot)

d) Let us write S = (X′X)−1 (here σ = 1), also suppose A is the Choleski composition of S,
then we can generate β̂ as follows:

1



• Generate 1000 copies of uniform U1 and U2.

• Get 1000 copies of standard normal iid Z1 and Z2 by

Z1 = cos(2πU1)
√
−2 logU2, Z1 = sin(2πU1)

√
−2 logU2

Let Z =

(
Z1

Z2

)
.

• Get 1000 copies of β̂ by linear transformation β + A′ ∗ Z.

e) The covariance matrix for β̂ is S = (X′X)−1.

From the R calculation S =

(
1.50 −0.25
−0.25 0.05

)
.

• From the matrix the correlation coefficient is -0.9128709.

• In general, this correlation is free of both β and σ2.

2
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