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0 0
E Y = [ [ h(x, y)fx, yydrdy (2.A.0)
<o 2w
As a corollary 1o Equation (2.A, 1), we easily obtain the important result
E(@aX+bY+¢) = aE(X)+ bE(Y) + ¢ (2A.2)
We also have
EXN = [ [ xyfte, y)rdy (2.A.3)
S 2o

The variance of 3 random variable X is defined as

Var(X)y = E{[X - E(X)]2) (2.A4)
(provided E(Xz) exists). The variance of X is often denoted by o2 or ct.
p X

Properties of Variance

Var(Xyz0 (2.A.5)
Var(a+bX) = p? Var(X) (2.A.6)

If X and ¥ are independent, then
Var(X+7) = Var(X) + Var(y) 2.A7)

In general, it may be shown that
Var(X) = E(X2) - [E(x))? (2.A.8)

The positive square root of the variance of X is called the standard deviation of X and
is often denoted by o or oy. The random variable (X - Kx)/Gy is called the standard-

always zero and one, respectively,
The covariance of X and Yis defined as Cov(X,Y) = E[(X - My)(Y - Hy)].

Properties of Covariance

Cov(a+bX,c+ dYy = bdCov(X, ¥) (2A9)
Var(X+7Y) = Var(X) + Var(¥) + 2Cov(X, V) {2.A.10)
Cov(X+VY,2) = Cov(X,Z) + Cov(Y, Z) 2.A1D
Cov(X, X) = Var(X) (2.A.12)

Cov(X,Y) = Cow(y, X) (2.A.13)

If X and ¥ are independent, {
Cov(X, ") =0 (2.A.19
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Fundamental Concepts

The correlation ceefficient of X and ¥, denoted by Corr(X, Y} or p, is defined as

Cov(X, Y)
=C X, YV) = —=22 7
. orrk. 1 JVar(X)Var(Y)

Alternatively, if X* is u standardized X and ¥* is a standardized ¥, then p = E(X*Y*),

Properties of Correlation

-1 <Corr(X, )< (2.A.15)
Corr(a+bX,c+dY) = sign(bd)Corr(X, V)
' lif bd >0 (2.A.16)
where sign(bd) = { 0ifbd = 0
-l ifbd<0

Corr(X, )= %1 ifand only if there are constants a and b such that PriY=a+bX)=1.

More Useful Properties -

VQF(X"\/> — V‘U"(x)'*- var (Y) A ‘—W(X)V>
con (X, 2BV = cor(10,Y) + cov (W, 2) 4
cov (X, 1) + cov (X, 2)

cOu(oLw-rL X) C_\/-i—ch) :(qa) ch(W,‘/) +

(ad) cov (W, 2) + (be) cov (X,¥) +(bd)eov(X,2)

cov (X,1) = E(XY) = E(X)E(7)

TL X our\ok Y oare inclepamiezmj‘} ‘H«en
T E(xY)=ENEN)

T




