Homework 1 Solutions - STAT 516 – Spring 2016
1.)  (a)  For these data, n=5, x=0, x2 = (-2)2+(-1)2+02+12+22=10, y=14, y2 = (4)2+(3)2+32+22+22=42, xy=(4)(-2)+(3)(-1)+(3)(0)+(2)(1)+(2)(2) = -5.  
And  EQ x-bar = 0 and y-bar = 2.8.
So Syy = 42 – 142/5 = 2.8, Sxy = -5 – (0)(14)/5 = -5, Sxx = (10) – 02/4 = 10.  Therefore the estimated slope is -5/10 = -0.5 and the estimated intercept is 2.8 – (-0.5)(0) = 2.8.  So our least-squares regression line is 


[image: image1.wmf].

5

.

0

8

.

2

ˆ

X

Y

-

=

 SSE = 2.8 – (-5)2/10 = 0.3 and MSE = SSE/(n-2) = 0.3/3 = 0.1.
(b) From table A.2, t.05(3 df) is 2.3534.  Our 90% CI for the true slope 1 is

 (-0.5)±(2.3534)(0.1/10)1/2.  This is (-0.735, -0.265).  Interpretation:  With 90% confidence, for each one-unit increase in temperature, the expected oxidation thickness will decrease by between 0.735 and 0.265 units.
(c) For the first observation (having X = - 2) the residual is the difference between the observed Y-value and the predicted Y-value, 4 – [2.8 – 0.5(-2)] = 0.2.

(d) From table A.2, t.025(3 df) is 3.1824.  The x-value of interest is x*= 1.3.  The predicted Y for this x-value is 2.8 –(0.5)(1.3) = 2.15.  Using the prediction-interval formula, our 95% prediction interval for the oxidation of an alloy having temperature 1.3 is


[image: image2.wmf]ú

û

ù

ê

ë

é

-

+

+

±

10

)

0

3

.

1

(

5

1

1

)

1

.

0

(

)

1824

.

3

(

15

.

2

2

 or (0.97, 3.33).
2.) (a) Based on the scatter plot produced by PROC SGPLOT, it is reasonable to assume a roughly linear relationship between the variables.  There seems to be a somewhat weak positive linear trend in the plot.  One disconcerting thing is that in different areas of the plot, the points seem to have different spreads around the basic trend line.  This indicates a possible violation of the constant variance assumption (we will talk more about this later).  A few points might be considered outliers as well.
(b) The estimated regression line is
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 The estimated slope means that for each one-degree increase in mean temperature range, we estimate that expected latitude will increase by 0.517 degrees.  The estimated intercept does not have an interpretation, since a mean temperature range of zero degrees is far outside the range of X in these data and really doesn’t make sense.
(c) Our estimate for the error variance is MSE = 20.795.

(d)  H0: 1 = 0 vs. Ha: 1 ≠ 0.  From SAS, t* = 5.23 and the P-value < 0.0001.  Since |5.23| > 2.02 ≈ t0.025(43 d.f.) (and the P-value is less than = 0.05), we reject H0 and conclude the true slope is nonzero.  This implies there is a significant linear relationship between latitude and temperature range.
(e)  From SAS, a 95% confidence interval for the mean latitude for cities having temperature range 20 degrees is (35.59, 38.47).  Also, a 95% prediction interval for the latitude for a city with average temperature range 20 degrees is (27.72, 46.34).
3.) 4-false (we can’t assume causation),  

5-false (extrapolation yields predictions that are not trustworthy), 
7-this could possibly be true depending on your interpretation of “a good approximation” but really, if the true relationship is curvilinear, then some nonlinear regression model should be used.

10-true, 14-false (it’s narrowest when 
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), 
15-false (the standard error becomes smaller), 18-false (that would be an extrapolation)
/* Sample SAS program for problem 2 */
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DATA uscit;

INPUT city $ state $ latitude range;

cards;

 Montgome AL 32.3 18.6 

 Tuscon AZ 32.1 19.7 

<LOTS OF DATA LINES OMITTED>

 Grn_bay WI 44.5 29.9 

 Casper WY 42.9 26.6 

;

run;

/* problem 2(a), see resulting plot above */

PROC SGPLOT data=uscit;

SCATTER y=latitude x=range;

run;

/* problem 2(b,c,d) */

PROC REG data=uscit;

model latitude=range;

run;

/* problem 2(e) */

data xvalue;

INPUT city $ state $ latitude range;

cards;

. . . 20

;

run;

data uscit;

set uscit xvalue;

run;

PROC REG data=uscit;

model latitude=range / clm cli;

run;
Points for each part:  (1) (a) 6 (b) 4 (c) 2 (d) 3 .  (2) (a) 5 (b) 6 (c) 2 (d) 6 (e) 4. 
(3) 14 (2 each).  Neatness/clarity of solutions: 5 points.
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