Brief Solutions – Homework 3 – STAT 516 – Spring 2016

1. (a) Y1• = 9+11+10+9+15 = 54. Y2• = 20+21+23+17+30 = 111.  Y3• = 6+5+8+14+7 = 40.  And Y•• = 54+111+40 = 205.

(b) 
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542/5 + 1112/5 + 402/5 = 3367.4.  And 
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2052/15 = 2801.67.

Also, 
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 92 + 112 + … + 72 = 3537.  SSB = 3367.4 – 2801.67 = 565.73.  

SSW = 3537 – 3367.4 = 169.6.  So MSB = 565.73/(3-1) = 282.87 and 

MSW = 169.6/(15-3) = 14.13.

(c)  The F ratio is MSB/MSW = 282.87/14.13 = 20.019.  Filling in the ANOVA table is left to you.  Hint: df(Between) = 2 and df(Within) = 12.

(d) From the F table, F.05, 2, 12 = 3.89.  Since 20.019 > 3.89, we reject H0 and conclude that among the door colors, there is a significant difference in the mean time needed.

(e)  The response value for the first Red-door mouse is 9 and the Red-door group sample mean is 54/5 = 10.8.  So the residual for the first Red-door mouse is 9 – 10.8 = -1.8. 

2. (a) The VIFs are all near 1, so there is no evidence of multicollinearity.
(b) Observation 3 has an absolute studentized residual of greater than 2.5, so it can be considered an outlier.

(c)  2(m+1)/n = 2(3+1)/25 = 0.32 here.  Observations 5, 19, and 20 have hat diagonal elements greater than 0.32, so they could be considered high-leverage points.

(d) 2[(m+1)/n]1/2 = 2[(3+1)/25]1/2 = 0.8 here.  Observations 3, 19, and 20 have |DFFITS| great than 0.8, so they could be considered influence points.
3. The model with the highest adjusted R2 (0.9707) is the 3-predictor model with CLOT, PROG, ENZ as predictors.  This model has a C(p) of 3.039, which is below its p+1 of 4, so it seems to meet the C(p) criterion.
4. (a) The F-value for the overall ANOVA F-test is 17.99 and the P-value < .0001.  Therefore we can reject H0 and conclude there is a significant difference in mean insect deaths among the four insecticide types.

(b) From SAS, the P-value for Levene’s test is 0.0689, so (at  = 0.05) we fail to reject H0.  It is reasonable to assume the variances are equal across populations.  The residual plot and Q-Q plot are shown below.  The residual plot shows one severe outlier.  The residual plot shows some apparent differences in spread across groups, but Levene’s test says this is not significant.  The normality assumption seems reasonable except for the one outlier, based on the Q-Q plot.

(c) The one severe outlier is for Insecticide B (which has a group sample mean of 89.5).  Looking at the raw data, this is the 6th observation, which has 81 deaths.  

(d) Based on the SAS output from Tukey’s multiple comparison procedure (using a 0.05 experimentwise error rate) in terms of mean number of deaths: insecticides A and C are significantly different; insecticides A and D are significantly different; insecticides B and C are significantly different; insecticides B and D are significantly different.

5. (a) Based on the overall ANOVA F-test, there is a significant difference in mean sick days across the three branches.  The F-value is 6.21 and the P-value is 0.0282 (significant at level  = 0.05).

(b) Based on the SAS output from the ESTIMATE statement, there is a significant difference in mean sick leave of branch 2 and mean sick leave of the others.  The test statistic value here is t = 3.31 and the P-value is 0.0129 (significant at level  = 0.05).

6. Concept Questions:  (2) True (7) True  (9) False [the data can be unbalanced] (10) False [Not the sample, but the population variances (and std. deviations) must be the same] (11) True 

(12) (i) False [t-1=2, so there are only 3 levels] (ii) False [F = (810/2)/(720/8) = 4.5.] (iii) False [it is 4.46 from Table A.4.A] (iv) True (v) True (vi) False [there are 11 observations] 

(13) False [you have only identified that the factor level means are not all the same] (15) True
Points: #1 (a) 5 (b) 6 (c) 6 (d) 4 (e) 3. #2 (a) 3 (b) 3 (c) 3 (d) 3. #3: 4. #4 (a) 3 (b) 5 (c) 3 (d) 5. #5 (a) 3 (b) 4. #6 26 pts [2 pts each for the true-false]
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/* Problem 1 */
data basket;

input id height goalmade dash100 weight;

cards;

01 71 15 11.50 130 

02 74 19 12.23 149 

<data lines omitted>

24 74 19 11.98 188 

25 70 13 12.23 231 

;

run;
proc reg data=basket;

model goalmade=height dash100 weight/vif influence r;

run;
/* Problem 2 */

data livertrans; 

input Obs CLOT PROG ENZ LIV TIME; 

LOGTIME = log(TIME); 

cards; 

 1 3.7 51 41 1.55 34 

 2 8.7 45 23 2.52 58 

<data lines omitted>

 53 11.2 76 90 5.59 574 

 54 5.8 96 114 3.95 830

;

run;
proc reg data=livertrans;

MODEL logtime = CLOT PROG ENZ LIV / selection = adjrsq rsquare cp;

RUN;

/* Problem 3 */
data insectdeaths; 

input INSECTICIDE $  DEAD;

cards;

 A 85

 B 90

<data lines omitted>

 C 94

 D 99

;

run;
PROC GLM data=insectdeaths;

CLASS INSECTICIDE;

MODEL DEAD = INSECTICIDE;

MEANS INSECTICIDE/HOVTEST=LEVENE (TYPE=ABS);

OUTPUT OUT=diagnost p=ybar r=resid;

run;

PROC SGPLOT data=diagnost;

 SCATTER y=resid x=ybar;

 REFLINE 0;

run;

PROC UNIVARIATE noprint ;

  QQPLOT resid / normal;

run;

/* Problem 4 */

data banks;

input branch leave;

cards;

1 15

1 20

<data lines omitted>

3 23

;

run;

PROC GLM data=banks;

CLASS branch;

MODEL leave = branch;

MEANS branch;

ESTIMATE 'Branch2vsOthers'  branch  1 -2 1 / divisor=2;

run;

_1202720833.unknown

_1202720970.unknown

_1202721119.unknown

_1202720748.unknown

