STAT 516 – Test 1 Version A Example Solutions – Spring 2016
1. (a) 
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 where Y = mileage and X = weight.
(b) The error degrees of freedom are listed as n – 2 = 69, so n = 71.
(c) We estimate that for each one-ton increase in weight, the expected mileage decreases by 11.21 mpg.

(d) About 85.2% of the sample variation in mileage can be explained by its linear relationship with weight.

(e) Note r2 = 0.8524, and 
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but we know that r must be negative since the estimated slope is negative here.  So r = – 0.923. 

(f) 
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so any observation with |DFFITS| > 0.336 is considered an influence point.  Observations 53, 54, and 71 are thus influence points.

(g) 
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miles per gallon.

(h) With probability 0.95, the mileage of a car weighing two tons will be between 10.05 and 19.38 mpg.

2.  (a) We estimate that for each one-inch increase in height, the expected salary will increase by 0.1124 million dollars (i.e., $114,200), adjusting for points, rebounds, and weight.
(b) H0: 2 = 3 =4 = 0 vs. Ha: 2, 3,4 not all zero.  We do an F-test.  If F* = 3.2, note that 3.2 < 3.71 = F0.05(3,10).  So we fail to reject H0 and we conclude the SLR model with points as the only predictor in it may be sufficient.
(c) It seems to be only a moderate problem.  Rebounds, weight and height are the predictors with the highest VIF values, though no VIF is greater than 10.

(d) t* = 0.17 and the P-value 0.8666 > 0.05.  So we fail to reject H0 and we conclude weight is not needed in the model, given that height, points, and rebounds are in the model.

3.  (a) Model with X1, X4, X6, X8 (has highest adjusted R2)
(b) Model with X1, X4, X6, X8, X9 (has C(p) near its p+1 = 6)

(c) For the full model, C(p) = p+1 = 11.

4.  (a) Non-constant error variance (as evidenced by the megaphone or funnel shape)
(b) Residual plot shows fairly random scatter --- model violations are alleviated.

(c) Yes:  Interpreting the model is less convenient.

5. (A) increase. 

6. (B) as high as possible

7. (E).  A transformation of Y will do nothing for multicollinearity, but it may help the other two problems.
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