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New Weighted Portmanteau Statistics for Time Series Goodness of Fit Testing

Thomas J. FISHER and Colin M. GALLAGHER

We exploit ideas from high-dimensional data analysis to derive new portmanteau tests that are based on the trace of the square of the nth order autocorrelation matrix. The resulting statistics are weighted sums of the squares of the sample autocorrelation coefficients that, unlike many other tests appearing in the literature, are numerically stable even when the number of lags considered is relatively close to the sample size. The statistics behave asymptotically as a linear combination of chi-squared random variables and their asymptotic distribution can be approximated by a gamma distribution. The proposed tests are modified to check for nonlinearity and to check the adequacy of a fitted nonlinear model. Simulation evidence indicates that the proposed goodness of fit tests tend to have higher power than other tests appearing in the literature, particularly in detecting long-memory nonlinear models. The efficacy of the proposed methods is demonstrated by investigating nonlinear effects in Apple, Inc., and Nikkei-300 daily returns during the 2006–2007 calendar years. The supplementary materials for this article are available online.
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1. INTRODUCTION

In much of applied time series analysis, parametric models are used to approximate the correlation structure of a stationary process or of a function of that stationary process. Typically, to model the correlation structure of a time series \( \{X_t\} \), we use a stationary and invertible autoregressive–moving average (ARMA) process of the form

\[
X_t = \sum_{i=1}^{p} \phi_i X_{t-i} - \sum_{j=1}^{q} \theta_j \epsilon_{t-j} + \epsilon_t, \tag{1}
\]

where \( p \) is the AR order, \( q \) is the MA order, and \( \{\epsilon_t\} \) is an independent and identically distributed (iid) innovation sequence of zero mean random variables with finite variance. For financial time series, empirical evidence motivates modeling the correlation structure of a nonlinear function of the process. Generalized autoregressive conditional heteroscedasticity (GARCH) processes model the correlation of the squares of the time series and stochastic volatility (SV) models model the correlation structure of the logarithm of the series. Many other nonlinear models have been proposed and typically have error terms that are assumed to be iid. If the fit adequately models the underlying correlation structure, the resulting residuals should be approximately uncorrelated.

To check the fit of an ARMA model, we typically use the sample autocorrelation function of the residuals \( \{\hat{\epsilon}_t\} \):

\[
\hat{r}_k = \frac{\sum_{t=1}^{n} \hat{\epsilon}_t \hat{\epsilon}_{t-k}}{\sum_{t=1}^{n} \hat{\epsilon}_t^2}, \quad k = 1, 2, \ldots, m.
\]

If we correctly identify the orders \( p \) and \( q \), each of the above correlation coefficients should be approximately equal to zero.

However, if the fitted model underestimates the ARMA orders, the values of the autocorrelations should significantly deviate from zero. Most statistical software calculates the portmanteau statistics

\[
Q_{BP} = n \sum_{k=1}^{m} \hat{r}_k^2 \quad \text{and} \quad \tilde{Q} = n \sum_{k=1}^{m} \frac{n+2}{n-k} \hat{r}_k^2,
\]

from Box and Pierce (1970) and Ljung and Box (1978), respectively. Each statistic is asymptotically distributed as a chi-squared random variable with \( m -(p+q) \) degrees of freedom. Ljung and Box (1978) demonstrated that the sampling distribution of \( \tilde{Q} \) is closer to the asymptotic chi-squared distribution for smaller sample sizes. Ljung (1986) showed that the distribution of \( \tilde{Q} \) is better approximated by a scaled chi-squared, or gamma, at small \( m \) and that power decreases as \( m \) increases.

Monti (1994) proposed a test using the residual partial auto-correlations:

\[
\tilde{M} = n(n+2) \sum_{k=1}^{m} \hat{r}_k^2, \tag{2}
\]

where \( \hat{r}_k \) is the residual partial autocorrelation at lag \( k \). If the model is adequately identified, the asymptotic distribution of \( \tilde{M} \) is chi-squared with \( m -(p+q) \) degrees of freedom. Simulations demonstrate that \( \tilde{M} \) is more powerful than \( \tilde{Q} \) when the fitted model underestimates the order of the MA component.

Péña and Rodríguez (2002) proposed a statistic based on the determinant of the Toeplitz matrix of sample autocorrelations

\[
\hat{R}_m = \begin{bmatrix}
1 & \hat{r}_1 & \cdots & \hat{r}_m \\
\hat{r}_1 & 1 & \cdots & \hat{r}_{m-1} \\
\vdots & \ddots & \ddots & \vdots \\
\hat{r}_m & \cdots & \hat{r}_{1} & 1
\end{bmatrix}.
\tag{3}
\]
Their statistic is
\[ \tilde{D} = n[1 - (\hat{R}_m)^{1/m}] \]
where \( \hat{R}_m \) is the determinant of matrix \( \hat{R}_m \). Asymptotically \( \tilde{D} \)
can be expressed as a linear combination of chi-squared random variables and its distribution can be approximated by a gamma distribution following the methodology of Satterthwaite (1941, 1946) and Box (1954). They recommended replacing \( \hat{R}_m \), the autocorrelation matrix built by using the standardized autocorrelation coefficients, which are the square roots of the summands in \( \hat{Q} \). These tests have intuitive appeal, since under the null hypothesis that the model has been correctly identified, the matrix of estimated correlations is close to the identity matrix and checking for an adequately fitted model is equivalent to testing if the determinant is close to unity. However, the estimated matrices can be ill conditioned especially if \( m \) is large relative to \( n \). Peña and Rodríguez (2006) demonstrated that \( \sum_k \ln(1 - \hat{\pi}_k^2) \) has the same asymptotic distribution as \( \tilde{D} \). Their simulations show an improvement in small sample time series, but the Type I error rates appear to be poor.

Recently Mahdi and McLeod (2012) generalized the results of Peña and Rodríguez (2002, 2006) to the multivariate setting. They suggested the log of the determinant of the Toeplitz matrix of autocorrelations. In the univariate case, they recommended the statistic
\[ D_m = \frac{-3n}{2m + 1} \log |\hat{R}_m|. \]
Using methodology similar to Peña and Rodríguez (2002, 2006) and a key result of Box (1954), they found the asymptotic distribution of \( D_m \) as a linear combination of chi-squared random variables. They demonstrated that the null distribution of \( D_m \) is approximately chi-squared with \( (3/2)m(m+1)/(2m+1) - (p+q) \) degrees of freedom. The degrees of freedom for the chi-squared approximation allow \( D_m \) to have conservative Type I errors in practice.

Several other statistics exist and many authors have studied the performance of the stated statistics. Despite a plethora of available methods, practitioners of time series typically rely on the Ljung–Box statistic, as it is easy to understand and to compute, and is included in most statistical software packages. In this article, we introduce several portmanteau statistics that are asymptotically similar to those in Peña and Rodríguez (2002) but are just as easy to compute as the widely used Ljung–Box statistic. In Section 2, we develop the statistics for fitted ARMA processes. Section 3 addresses the problem of checking for the presence of nonlinearity and the methodology is applied to testing for the adequacy of a fitted autoregressive conditional heteroscedasticity (ARCH) model. Section 4 supplies a computational study and data analysis demonstrating the effectiveness of the proposed test statistics. Section 5 provides concluding remarks. Technical details and proofs appear in the Appendix. Additional details and simulations are provided in the supplementary documents.

2. TESTING THE ADEQUACY OF A FITTED ARMA PROCESS

The statistics proposed in Peña and Rodríguez (2002, 2006) and Mahdi and McLeod (2012) have an asymmetric structure that helps explain why they work well compared with the Ljung–Box and the Monti statistics. Intuitively, the sample autocorrelation at lag 1 will be the most accurate since its numerator is based on \( n - 1 \) data points, whereas the autocorrelation at lag \( m \) is estimated with only \( n - m \) observations. The statistics from Peña and Rodríguez (2002, 2006) and Mahdi and McLeod (2012) put more emphasis on the more accurate autocorrelations. However, they are not without their own set of potential drawbacks. As described in section 7.2 of Brockwell and Davis (1991), the sample autocorrelation matrix \( \hat{R}_m \) is nonnegative definite, but when the autocorrelations are replaced by their standardized counterparts, the matrix \( \hat{R}_m \) is not necessarily nonnegative definite. Lin and McLeod (2006) highlighted this deficiency as the recommended statistic from Peña and Rodríguez (2002) is frequently undefined. They suggest using the statistic \( \tilde{D} \) and improving on its performance by using a Monte Carlo method to determine the distribution.

The computational instability of the determinant of \( \hat{R}_m \) is addressed by the statistic from Peña and Rodríguez (2006), which does not require the computation of a determinant. However, this statistic still requires logarithmic calculation on \( m \) partial autocorrelations that could lead to other computational stability and accuracy problems. Mahdi and McLeod (2012) used \( \hat{R}_m \) which is nonsingular, however when constructed at large lags, it too may become ill conditioned. Bickel and Levina (2008) proposed a consistent regularization procedure that bands or tapers the autocorrelation matrix under a Gaussian white noise process; their simulations are promising and this method might provide a more numerically stable statistic. In this article, we consider statistics based on the trace of the square of estimated correlation matrices. These statistics share the same asymptotic distribution as Peña and Rodríguez (2002, 2006), but are simpler to calculate and are computationally stable. Also, the proposed statistics seem to be less sensitive to the choice of \( m \).

2.1 Proposed Statistics for ARMA Processes

In the field of multivariate analysis, many authors have proposed methods for testing on the covariance matrix in high-dimensions; see Schott (2005), Srivastava (2005), Fisher, Sun, and Gallagher (2010), and Srivastava, Kollo, and von Rosen (2011) to name a few. In particular, when the dimensionality exceeds the sample size, the likelihood ratio method degenerates as the sample covariance matrix becomes singular. Due to some of the computational concerns with the matrix \( \hat{R}_m \), similar methodology appears well justified.

Consider the problem discussed in Srivastava (2005) for testing for an identity covariance matrix. Using his approach, let \( \Sigma_m \) denote the probability limit of matrix \( \hat{R}_m \). To test for an iid correlation structure, we test \( H_0 : \Sigma_m = I \), which is equivalent to testing if each eigenvalue of \( \Sigma_m \) is one. In practice, we can use the matrix \( \hat{R}_m \) and its eigenvalues \( \lambda_i \), \( i = 1, \ldots, m + 1 \) to test \( H_0 \). The likelihood ratio criterion uses the geometric mean of the eigenvalues. If \( \hat{R}_m \) is singular or close to singular, a statistic based on the arithmetic mean of the eigenvalues would be preferred. Note that
\[ \frac{1}{m+1} \sum_{k=1}^{m+1} (\lambda_k - 1)^2 \geq 0 \]
with equality when each $a_k = 1$. An equivalent statement after some algebra is
\[
\frac{1}{m+1} \text{tr} \left( \hat{R}_m \right) - 1 \geq 0.
\]
From calculating the trace of the matrix $\hat{R}_m$, we may consider testing the hypothesis based on the inequality
\[
\sum_{k=1}^{m} \frac{2(m-k+1)}{m+1} \hat{r}_{k}^2 \geq 0.
\]
Noting the inequality will not change if each side is multiplied by $(m+1)/2m$, and replacing the squared autocorrelations with their standardized residual counterparts leads to the suggested statistic
\[
\hat{Q}_W = n(n+2) \sum_{k=1}^{m} \frac{(m-k+1)}{m} \hat{r}_{k}^2.
\]
(5)
The statistic $\hat{Q}_W$ can be interpreted as a Weighted Ljung–Box statistic. The residual at lag 1 is given the most weight, 1, while the residual at lag $m$ is given the least weight, $1/m$. The statistic is easy to implement and is computationally stable. A similar derivation using the matrix of partial autocorrelations leads to a Weighted Monti statistic
\[
\hat{M}_W = n(n+2) \sum_{k=1}^{m} \frac{(m-k+1)}{m} \hat{\eta}_{k}^2.
\]
(6)
\[\text{2.2 Asymptotic Distribution}
\]
Define $\hat{r}' = (\hat{r}_1, \ldots, \hat{r}_m)$ and $\hat{\eta}' = (\hat{\eta}_1, \ldots, \hat{\eta}_m)$ and using the results of Ljung and Box (1978) and Monti (1994) that $\sqrt{n} \hat{r}'$ and $\sqrt{n} \hat{\eta}'$ are asymptotically multivariate normal with mean zero vector and covariance matrix $(I - Q)$, where $Q = XX^{-1}$, $\Psi$ is the information matrix for parameters $\phi$ and $\theta$, and $X$ is an $m \times (p+q)$ matrix with elements $\phi'$ and $\theta'$ defined by $1/\phi(B) = \sum \phi'_i B^i$ and $1/\theta(B) = \sum \theta'_i B^i$.

**Theorem 1.** Under the null hypothesis of an adequately fitted model, the statistics $\hat{Q}_W$ and $\hat{M}_W$ are asymptotically distributed as $\sum_{k=1}^{m} \lambda_k X_k^2$ where $\{X_k\}$ are independent chi-squared random variables with one degree of freedom and $\lambda_k (k = 1, \ldots, m)$ are the eigenvalues of $(I - Q)W$, where $W$ is a diagonal matrix with elements $w_{ii} = (m-i+1)/m (i = 1, \ldots, m)$.

We note that the statistics $\hat{Q}_W$ and $\hat{M}_W$ follow the same null asymptotic distribution as that of Peña and Rodríguez (2002, 2006) and this distribution is similar to that in Mahdi and McLeod (2012). The density is difficult to write in explicit form but approximating the distribution has been discussed by many authors. Imhof (1961) had shown that probabilities can be found through numerical integration. Peña and Rodríguez (2006) suggested a normal approximation using a generalization of the Wilson–Hilferty cube root transformation of a chi-squared random variable. Lin and McLeod (2006) and Mahdi and McLeod (2012) suggested a Monte Carlo method to determine the critical points and $p$-values. For computational ease, like that in Peña and Rodríguez (2002), we recommend an approximation using a gamma distribution described in Satterthwaite (1941, 1946) and Box (1954) with shape and scale parameters
\[
\alpha = \frac{3}{4} \frac{m(m+1)^2}{2m^2 + 3m + 1 - 6m(p+q)},
\]
and
\[
\beta = \frac{3}{4} \frac{2m^2 + 3m + 1 - 6m(p+q)}{m+1},
\]
respectively. The derivation of $\alpha$ and $\beta$ follows similar methodology as in Peña and Rodríguez (2002) except our recommended shape and scale are conservative to improve the approximation.

**3. NONLINEAR MODELS**

Due to the limitations of linear models in capturing some observed data features, much attention has been focused on the analysis of time series using nonlinear models. It may be the case that the innovation sequence is uncorrelated, but not iid. In this case, some function of the residuals may be autocorrelated. Many authors have considered nonlinear parametric models of the form
\[
eg \epsilon_t = g(h_t) \eta_t,
\]
where $\eta_t$ are i.i.d. with mean zero and variance 1 and $\{h_t\}$ follows an ARMA type recursion. Two special cases are the GARCH process of Bollerslev (1986), which takes $g(x) = \sqrt{x}$, and the SV model of Taylor (1986), which assumes $g(x) = \exp(x)$. For these models, a nonlinear function of $\{\epsilon_t\}$ inherits the correlation structure of an ARMA process. Two problems of interest are studied; (1) using a portmanteau statistic to detect nonlinear processes and (2) determining the goodness of fit of a nonlinear process.

**3.1 Detecting Nonlinear Processes**

Many authors have studied detecting the presence of a nonlinear innovation process by using transformed residuals of a fitted model. Pérez and Ruiz (2003) provided a nice review of the topic. McLeod and Li (1983) first showed that if the innovation sequence is iid, then the vector of autocorrelation coefficients based on the squared residuals of a fitted ARMA model is asymptotically normally distributed with mean zero and unit covariance matrix. In particular, the distribution of the autocorrelations based on the squared residuals is not influenced by the number of fitted ARMA parameters. Similarly, Peña and...
Rodríguez (2006) and several other authors had suggested using the absolute residuals or the log of the squared residuals to detect GARCH or SV structures. Define

$$\tilde{r}_k(*) = \sum_{t=k+1}^{n}(\hat{g}(\hat{e}_t) - \hat{g}(\hat{e}_t))g(\hat{e}_{t-k}) - \hat{g}(\hat{e}_t)),$$

where \(\hat{g}(\hat{e}_t) = \sum g(\hat{e}_t)/n\), as the autocorrelation function based on the transformation \(g(\cdot)\) of the residuals. To simplify the notation, we use the * character to indicate either a squared, absolute, or log-squared transformation of the residuals. McLeod and Li (1983) suggested a Ljung–Box type test statistic,

$$Q^* = n(n+2)\sum_{k=1}^{m} \frac{\tilde{r}_k^2(*)}{n-k},$$

where the * represents the squared residuals in their work, for detecting nonlinear processes in ARMA innovations. They showed that \(Q^*\) is asymptotically distributed as chi-squared with \(m\) degrees of freedom. Peña and Rodríguez (2002) provided an analogous version of their statistics in which the matrix \(\tilde{R}_m\) is constructed based on the standardized squared residuals. The statistic in Mahdi and McLeod (2012) can easily be extended to use any of these transformations of the residuals.

As pointed out in Peña and Rodríguez (2002), it is possible to build a test based on the partial autocorrelations, \(\hat{r}_k(*)\). From this, the Weighted Ljung–Box and the Weighted Monti test can easily be extended for checking the linearity assumption in a time series. Consider the following statistics for checking the linearity assumption

$$\tilde{Q}^*_W = n(n+2)\sum_{k=1}^{m} \frac{(m-k+1) \tilde{r}_k^2(*)}{m(n-k)},$$

and

$$\tilde{M}^*_W = n(n+2)\sum_{k=1}^{m} \frac{(m-k+1) \bar{\tilde{r}_k}^2(*)}{m(n-k)},$$

where \(\bar{\tilde{r}_k}(*)\) is the autocorrelation at lag \(k\) based on \(\tilde{\epsilon}^2\), \(|\tilde{\epsilon}|\) or \(\log(\tilde{\epsilon}^2)\) and \(\tilde{r}_k(*)\) are the corresponding partial autocorrelations. \(\tilde{Q}^*_W\) can be considered as a Weighted McLeod–Li type statistic and \(\tilde{M}^*_W\) is a Weighted Monti type statistic.

**Theorem 3.** If the series follows a stationary ARMA process, the statistics \(\tilde{Q}^*_W\) and \(\tilde{M}^*_W\), computed from the squared residuals are asymptotically distributed as \(\sum_{k=1}^{m} w_k \chi^2_k\), where \(\chi^2_k\) are independent chi-squared random variables with one degree of freedom and \(w_k\) \((k = 1, \ldots, m)\) are the weights \(w_k = (m-k+1)/m\).

We note that a similar argument can be made for the statistics using the autocorrelations based on \(|\tilde{\epsilon}|\) or \(\log(\tilde{\epsilon}^2)\). As before, the asymptotic distribution can be approximated using a gamma distribution. If the series follows an ARMA process, the approximate distribution of \(\tilde{Q}^*_W\) and \(\tilde{M}^*_W\) is gamma with shape \(\alpha = 3m(m+1)/(8m+4)\) and scale \(\beta = 2(2m+1)/3m\).

### 3.2 GARCH and ARCH Goodness of Fit

With advances in the area of macroeconomics and financial time series, the ARCH models of Engle (1982) and GARCH models of Bollerslev (1986) have gained in popularity. The GARCH\((b, a)\) model is given by \(g(x) = \sqrt{x}\) in (9) where \(\{\eta_t\}\) is iid with zero mean and variance of unity and

$$h_t = \omega + \sum_{i=1}^{b} \alpha_i \epsilon_{t-i}^2 + \sum_{j=1}^{a} \beta_j h_{t-j}.$$

Much like fitting an ARMA process, after fitting the parameters for the GARCH process, checking for the adequacy of that model should follow. Li and Mak (1994) showed that the Box–Pierce type statistic suggested by Higgins and Bera (1992) does not converge to a chi-squared distribution asymptotically when constructed with the squared residuals. They proposed the statistic for a fitted GARCH process based on the autocorrelation function developed by the standardized sample squared residuals,

$$p_k (\epsilon^2_t / h_t) = \frac{\sum_{t=k+1}^{n}(\epsilon^2_t / \hat{h}_t - \bar{\epsilon}) (\epsilon^2_{t-k} / \hat{h}_{t-k} - \bar{\epsilon})}{\sum_{t=1}^{n}(\epsilon^2_t / \hat{h}_t - \bar{\epsilon})^2},$$

where \(\bar{\epsilon} = (1/n) \sum \epsilon^2_t / \hat{h}_t\) and \(h_t\) are the sample conditional variances. They showed

$$L(m) = n \hat{V}(\epsilon^2_t / \hat{h}_t) \hat{V}^{-1} \hat{r}(\epsilon^2_t / \hat{h}_t)$$

will be asymptotically distributed as a chi-squared random variable with \(m\) degrees of freedom. The matrix \(\hat{V}\) is a consistent estimator for the covariance matrix of \(\hat{r}(\epsilon^2_t / \hat{h}_t)\).

In addition, Li and Mak (1994) showed that for an ARCH\((b)\) model (GARCH\((b, 0)\)), the residual autocorrelations \(\hat{r}_k (\epsilon^2_t / \hat{h}_t)\) for \(k = b+1, \ldots, m\) are asymptotically iid standard normal. They proposed the modified statistic

$$L(b, m) = n \sum_{k=b+1}^{m} \tilde{r}_k (\epsilon^2_t / \hat{h}_t).$$

Their simulation study shows only modest improvement using \(L(m)\) compared with \(L(b, m)\) when the data follow an ARCH process. They suggested that a practitioner may prefer \(L(b, m)\) for its simplicity in checking the adequacy of a fitted ARCH model.

Tse (2002) proposed a statistic by modifying the ordinary least squares procedure that includes lagged squared standardized residuals. The statistic can be calculated using the recursive method in Tse (2000). Tsui (2004) provided a nice review of these statistics and a simulation study showing that the statistics of Li and Mak (1994) and Tse (2002) are comparable and more powerful than the general regression-based diagnostic provided in Wooldridge (1991). Li and Li (2005) derived the distribution of \(\hat{r}_k (\epsilon^2_t / \hat{h}_t)\) after an absolute deviations approach for fitting the GARCH process. They suggested a similar statistic to \(L(m)\) in (14).

### 3.3 Proposed Statistics

Weighted versions of the statistics from Li and Mak (1994) can easily be constructed. For a fitted GARCH\((b, a)\) process, the vector of autocorrelation coefficients on the standardized squared residuals is asymptotically distributed as multivariate normal with covariance matrix \(V\). Their statistic \(L(m)\) is a standard quadratic form where \(\hat{V}\) is estimated with a consistent estimator. A Weighted Li–Mak test could be constructed by considering the quadratic form \(n \hat{V}(\epsilon^2_t / \hat{h}_t) \hat{W}(\epsilon^2_t / \hat{h}_t)\) where \(W\) is a
matrix of weights described in the Appendix. The distribution of that statistic would follow the previous theorems. Unfortunately, the covariance matrix \( V \) depends on the asymptotic covariance matrix of the vector of estimated GARCH parameters, which is typically estimated by the Hessian of the maximized likelihood and tends to be numerically unstable. We recommend building a test based on the simpler Li–Mak test for fitted ARCH(\( b \)) processes. Consider the statistic

\[
L_W(b, m) = n \sum_{k=b+1}^{m} \frac{m - k + (b + 1)}{m} \frac{\chi_k^2}{\hat{h}_k^2} (\hat{e}_t^2 / \hat{h}_t). \tag{16}
\]

**Theorem 4.** Under the null hypothesis of an adequately fitted ARCH(\( b \)) model, the statistic \( L_W(b, m) \) is asymptotically distributed as \( \sum_{k=1}^{m} w_k \chi_k^2 \) where each \( \chi_k^2 \) is an independent chi-squared random variable with one degree of freedom and \( w_k \) (\( k = 1, \ldots, m \)) are the weights \( w_k = (m - k + (b + 1))/m \).

As with the other proposed statistics in this article, the distribution can be approximated with a gamma distribution with shape and scale parameters:

\[
\alpha = 3 \frac{(m + b + 1)^2(m - b)}{4m^2 + 3m + 2mb + 2b^2 + 3b + 1},
\]

and

\[
\beta = 2 \frac{2m^2 + 3m + 2mb + 2b^2 + 3b + 1}{m(m + b + 1)}.
\]

### 4. COMPUTATIONAL STUDY

As aforementioned, the proposed statistics are easy to implement in any available statistical language. Source code for the proposed statistics are provided in the functions Weighted.Box.test and Weighted.LM.test in the “WeightedPortTest” package of the GNU-licensed R-Project. In this simulation study, the proposed statistics are compared with the statistic \( D_m \) from Mahdi and McLeod (2012), \( \hat{Q} \) from Ljung and Box (1978), \( \hat{M} \) from Monti (1994), and \( L(b, m) \) from Li and Mak (1994). The statistic \( D_m \) was chosen over those in Peña and Rodríguez (2002, 2006) since it has conservative Type-I performance and is implemented in the “portes” package in R. Ljung–Box statistic is implemented in the Box.test function and Monti statistic is easy to implement; both were chosen as they are common statistics used by practitioners. To assist the reader, in each included power study, the best performing statistic is noted in boldface.

#### 4.1 Study on Fitted ARMA Models

This section presents a comparative study of the empirical significance level and simulated power for the proposed statistics against those in the literature. This study is similar to that provided in Peña and Rodríguez (2002). Table 1 provides the empirical size of the statistics under low-order AR and MA models. In each case, 1000 replicates were performed where an AR(1) or MA(1) process of size \( n = 100 \) was generated using several \( \phi \) or \( \theta \) values. The model was properly fit by an AR(1) or MA(1) process and the test statistics were computed. The values show the empirical significance levels when the statistics were calculated at lag \( m = 20 \). We see in Table 1 that the statistic of Mahdi and McLeod (2012) tends to be conservative. The Ljung and Box (1978) statistic tends to be liberal, whereas the proposed statistics and that from Monti (1994) tend to be close to the nominal level of 0.05. At higher ordered models, the proposed statistics tend to be conservative as seen in the additional simulations in the supplementary documentation.

A study similar to that of Monti (1994) and Peña and Rodríguez (2002, 2006) indicates the relative power of the statistics in detecting 24 different under fit ARMA(2,2) models. Table 2 shows the power of the five statistics when, erroneously, an AR(1) or MA(1) model is fitted to the ARMA(2,2) process. In each case, 1000 replicates of \( n = 100 \) observations were generated and the power was calculated at lag \( m = 20 \). We see in Table 2 that one of the two proposed statistics is always the most powerful, or tied for most powerful. Apparently, the weighting improves power.

Overall, we conclude that the proposed statistics are comparable with those in Mahdi and McLeod (2012) (and likewise Peña and Rodríguez 2002, 2006) and both tend to outperform the commonly used Ljung and Box (1978) and Monti (1994).

#### 4.2 Detecting Nonlinear Processes

The study in Pérez and Ruiz (2003) suggests that statistics based on the squared and absolute residuals are more powerful than those based on the log of the squared residuals, particularly when the true model contains some long persistence. Based on their result, we restrict our study to the case of squared and absolute residuals.

Consider four nonlinear models proposed in Keenan (1985):

**NL-1:** \( Y_t = \epsilon_t - 0.4\epsilon_{t-1} + 0.3\epsilon_{t-2} + 0.5\epsilon_{t-3} \)

**NL-2:** \( Y_t = \epsilon_t - 0.3\epsilon_{t-1} + 0.2\epsilon_{t-2} + 0.4\epsilon_{t-3} - 0.25\epsilon_{t-4} \)

**NL-3:** \( Y_t = 0.4Y_{t-1} - 0.3Y_{t-2} + 0.5Y_{t-3}\epsilon_{t-1} + \epsilon_t \)

**NL-4:** \( Y_t = 0.4Y_{t-1} - 0.3Y_{t-2} + 0.5Y_{t-3}\epsilon_{t-1} + 0.8\epsilon_{t-1} + \epsilon_t \)
For each model, 1000 replicates of sample size $n = 204$ are generated and an AR($p$) is fitted to the data, where $p$ is selected by the Akaike Information Criterion (AIC) with $p \in \{1, 2, 3, 4\}$. This study is analogous to those performed in Peña and Rodríguez (2002, 2006). The simulation results in Table 3 show that the statistics based on the squared residuals are more powerful for the first three nonlinear models, whereas in NL-4, the statistics based on absolute residuals are the most powerful. In general, the proposed Weighted McLeod–Li type test appears to be the most powerful in detecting the nonlinear process, with a few exceptions in which the Weighted Monti is most powerful or ties Mahdi–McLeod as the most powerful. As with the results in Tsay (1986) and Peña and Rodríguez (2002, 2006), we see that the statistics have difficulty in detecting the nonlinearity of NL-1. Empirical sizes for these nonlinear detection statistics are provided in the supplementary documents.

The study in Peña and Rodríguez (2002) suggests that the statistic based on the likelihood ratio criterion is less powerful than the traditional McLeod–Li or Monti type statistics when detecting a heteroscedastic process with long persistence. Rodríguez and Ruiz (2005) proposed a new statistic using similar methodology as McLeod and Li (1983) attempting to improve the results by including additional information in the statistic to detect possible patterns among the sample.

Table 2. Power levels based on 5% significance when data are generated from ARMA(2,2) models and AR(1) or MA(1) models are fitted, $n = 100, m = 20$

<table>
<thead>
<tr>
<th>Model #</th>
<th>$\phi_1$</th>
<th>$\phi_2$</th>
<th>$\theta_1$</th>
<th>$\theta_2$</th>
<th>$\tilde{Q}_w$</th>
<th>$\tilde{M}_w$</th>
<th>$D_m$</th>
<th>$\tilde{Q}$</th>
<th>$\tilde{M}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fitted with AR(1) model</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>–</td>
<td>–</td>
<td>–0.50</td>
<td>–</td>
<td>0.275</td>
<td>0.286</td>
<td>0.250</td>
<td>0.223</td>
<td>0.210</td>
</tr>
<tr>
<td>2</td>
<td>–</td>
<td>–</td>
<td>–0.80</td>
<td>–</td>
<td>0.792</td>
<td>0.966</td>
<td>0.956</td>
<td>0.624</td>
<td>0.856</td>
</tr>
<tr>
<td>3</td>
<td>–</td>
<td>–</td>
<td>–0.60</td>
<td>0.30</td>
<td>0.805</td>
<td>0.990</td>
<td>0.986</td>
<td>0.632</td>
<td>0.937</td>
</tr>
<tr>
<td>4</td>
<td>0.10</td>
<td>0.30</td>
<td>–</td>
<td>–</td>
<td>0.463</td>
<td>0.421</td>
<td>0.394</td>
<td>0.375</td>
<td>0.295</td>
</tr>
<tr>
<td>5</td>
<td>1.30</td>
<td>–0.35</td>
<td>–</td>
<td>–</td>
<td>0.745</td>
<td>0.721</td>
<td>0.704</td>
<td>0.615</td>
<td>0.517</td>
</tr>
<tr>
<td>6</td>
<td>0.70</td>
<td>–</td>
<td>–0.40</td>
<td>–</td>
<td>0.573</td>
<td>0.645</td>
<td>0.618</td>
<td>0.442</td>
<td>0.455</td>
</tr>
<tr>
<td>7</td>
<td>0.70</td>
<td>–</td>
<td>–0.90</td>
<td>–</td>
<td>0.997</td>
<td>1.000</td>
<td>1.000</td>
<td>0.927</td>
<td>1.000</td>
</tr>
<tr>
<td>8</td>
<td>0.40</td>
<td>–</td>
<td>–0.60</td>
<td>0.30</td>
<td>0.879</td>
<td>0.998</td>
<td>0.998</td>
<td>0.707</td>
<td>0.979</td>
</tr>
<tr>
<td>9</td>
<td>0.70</td>
<td>–</td>
<td>0.70</td>
<td>–0.15</td>
<td>0.156</td>
<td>0.140</td>
<td>0.114</td>
<td>0.138</td>
<td>0.111</td>
</tr>
<tr>
<td>10</td>
<td>0.70</td>
<td>0.20</td>
<td>0.50</td>
<td>–</td>
<td>0.759</td>
<td>0.755</td>
<td>0.729</td>
<td>0.650</td>
<td>0.613</td>
</tr>
<tr>
<td>11</td>
<td>0.70</td>
<td>0.20</td>
<td>–0.50</td>
<td>–</td>
<td>0.369</td>
<td>0.465</td>
<td>0.422</td>
<td>0.293</td>
<td>0.271</td>
</tr>
<tr>
<td>12</td>
<td>0.90</td>
<td>–0.40</td>
<td>1.20</td>
<td>–0.30</td>
<td>0.738</td>
<td>0.963</td>
<td>0.953</td>
<td>0.579</td>
<td>0.887</td>
</tr>
<tr>
<td>Fitted with MA(1) model</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>0.50</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0.323</td>
<td>0.290</td>
<td>0.251</td>
<td>0.274</td>
<td>0.207</td>
</tr>
<tr>
<td>14</td>
<td>0.80</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0.986</td>
<td>0.974</td>
<td>0.974</td>
<td>0.962</td>
<td>0.926</td>
</tr>
<tr>
<td>15</td>
<td>1.10</td>
<td>–0.35</td>
<td>–</td>
<td>–</td>
<td>0.996</td>
<td>0.997</td>
<td>0.997</td>
<td>0.986</td>
<td>0.986</td>
</tr>
<tr>
<td>16</td>
<td>–</td>
<td>–</td>
<td>0.80</td>
<td>–0.50</td>
<td>0.860</td>
<td>0.937</td>
<td>0.924</td>
<td>0.696</td>
<td>0.800</td>
</tr>
<tr>
<td>17</td>
<td>–</td>
<td>–</td>
<td>–0.60</td>
<td>0.30</td>
<td>0.420</td>
<td>0.473</td>
<td>0.441</td>
<td>0.319</td>
<td>0.306</td>
</tr>
<tr>
<td>18</td>
<td>0.50</td>
<td>–</td>
<td>–0.70</td>
<td>–</td>
<td>0.897</td>
<td>0.869</td>
<td>0.854</td>
<td>0.777</td>
<td>0.695</td>
</tr>
<tr>
<td>19</td>
<td>–0.50</td>
<td>–</td>
<td>0.70</td>
<td>–</td>
<td>0.901</td>
<td>0.882</td>
<td>0.876</td>
<td>0.796</td>
<td>0.740</td>
</tr>
<tr>
<td>20</td>
<td>0.30</td>
<td>–</td>
<td>0.80</td>
<td>–0.50</td>
<td>0.640</td>
<td>0.762</td>
<td>0.727</td>
<td>0.498</td>
<td>0.590</td>
</tr>
<tr>
<td>21</td>
<td>0.80</td>
<td>–</td>
<td>–0.50</td>
<td>0.30</td>
<td>0.986</td>
<td>0.978</td>
<td>0.977</td>
<td>0.966</td>
<td>0.929</td>
</tr>
<tr>
<td>22</td>
<td>1.20</td>
<td>–0.50</td>
<td>0.90</td>
<td>–</td>
<td>0.439</td>
<td>0.677</td>
<td>0.617</td>
<td>0.383</td>
<td>0.596</td>
</tr>
<tr>
<td>23</td>
<td>0.30</td>
<td>–0.20</td>
<td>–0.70</td>
<td>–</td>
<td>0.238</td>
<td>0.263</td>
<td>0.230</td>
<td>0.228</td>
<td>0.207</td>
</tr>
<tr>
<td>24</td>
<td>0.90</td>
<td>–0.40</td>
<td>1.20</td>
<td>–0.30</td>
<td>0.799</td>
<td>0.939</td>
<td>0.929</td>
<td>0.615</td>
<td>0.828</td>
</tr>
</tbody>
</table>

NOTE: The best performing statistic is noted in bold.
autocorrelation. Their statistic has an embedded structure and is a generalization of the McLeod–Li statistic. We omit it from our study, as it is outside the scope and aim of this article.

We perform the study from Peña and Rodríguez (2002) involving the financial models from Carnero, Peña, and Ruiz (2001). A GARCH(1,1) process (9) is generated with two sets of parameters: GF-1: $(\omega, \alpha, \beta) = (1, 0.05, 0.90)$ and GF-2: $(\omega, \alpha, \beta) = (1, 0.15, 0.80)$. One thousand replicates of two different sample sizes are generated, the statistics based on the squared and absolute residuals are computed, and the empirical power is found at lags $m = 12$ and $m = 24$. Table 4 shows that in general, the statistics based on the squared residuals are more powerful. Furthermore, the proposed Weighted McLeod–Li type test tends to be the most powerful, with the exception of one instance when it is comparable to the most powerful McLeod–Li type test. Generally, the McLeod–Li type test outperforms that based on the likelihood ratio criterion. As with the previous study, there is a decrease in power as $m$ increases, although the decrease appears to be less pronounced for the Weighted McLeod–Li type statistic. A similar study based on the results of Tol (1996) is provided in the supplementary documents.

The final study for detecting heteroscedastic processes studies the long memory stochastic volatility (LMSV) models found in Pérez and Ruiz (2003),

$$Y_t = \exp(h_t/2)e_t, \quad (1 - \phi B)(1 - B)^d h_t = \eta_t,$$

Table 5. Power levels of the $\hat{Q}_w$, $\hat{M}_w$, $D_m^*$, $\hat{Q}^*$, and $\hat{M}^*$ tests at 5% significance for long memory stochastic volatility processes

<table>
<thead>
<tr>
<th>$n$</th>
<th>Model</th>
<th>$m = 10$</th>
<th>$m = 50$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\hat{Q}_w^*$</td>
<td>$\hat{M}_w^*$</td>
<td>$D_m^*$</td>
</tr>
<tr>
<td>256</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$e^2$</td>
<td>0.907</td>
<td>0.881</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.937</td>
<td>0.922</td>
</tr>
<tr>
<td></td>
<td>$</td>
<td>e</td>
<td>$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.236</td>
<td>0.195</td>
</tr>
<tr>
<td></td>
<td>$e^2$</td>
<td>0.934</td>
<td>0.914</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.987</td>
<td>0.981</td>
</tr>
<tr>
<td></td>
<td>$</td>
<td>e</td>
<td>$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.390</td>
<td>0.341</td>
</tr>
<tr>
<td></td>
<td>$e^2$</td>
<td>0.825</td>
<td>0.795</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.843</td>
<td>0.802</td>
</tr>
<tr>
<td></td>
<td>$e^2$</td>
<td>0.201</td>
<td>0.189</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.135</td>
<td>0.122</td>
</tr>
<tr>
<td>512</td>
<td></td>
<td>0.994</td>
<td>0.994</td>
</tr>
<tr>
<td></td>
<td>$e^2$</td>
<td>0.999</td>
<td>0.999</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.480</td>
<td>0.439</td>
</tr>
<tr>
<td></td>
<td>$e^2$</td>
<td>0.430</td>
<td>0.384</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.993</td>
<td>0.991</td>
</tr>
<tr>
<td></td>
<td>$e^2$</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.738</td>
<td>0.701</td>
</tr>
<tr>
<td></td>
<td>$e^2$</td>
<td>0.709</td>
<td>0.643</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.989</td>
<td>0.982</td>
</tr>
<tr>
<td></td>
<td>$e^2$</td>
<td>0.993</td>
<td>0.991</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.297</td>
<td>0.275</td>
</tr>
<tr>
<td></td>
<td>$e^2$</td>
<td>0.265</td>
<td>0.226</td>
</tr>
</tbody>
</table>

NOTE: The best performing statistic is noted in bold.
that is, the log volatility follows an AR fractionally integrated MA, or ARFIMA($p, d, q$). We note that when $d = 0$, we have a short memory autoregressive stochastic volatility model (ARSV). Table 5 provides the power of the statistics based on the squared and absolute residuals after 1000 replicates of two sample sizes were calculated and tested at lags $m = 10$ and $m = 50$. The six different long memory stochastic volatility models considered are LM-1: $(\phi, d, \sigma_n^2) = (0.98, 0, 0.05)$, LM-2: $(\phi, d, \sigma_n^2) = (0.9, 0.2, 0.01)$, LM-3: $(\phi, d, \sigma_n^2) = (0.9, 0.2, 0.1)$, LM-4: $(\phi, d, \sigma_n^2) = (0.8, 0.45, 0.01)$, LM-5: $(\phi, d, \sigma_n^2) = (0.9, 0.45, 0.01)$, and LM-6: $(\phi, d, \sigma_n^2) = (0.0, 0.45, 1)$.

Table 5 shows that on models LM-1, LM-3, and LM-5, the statistics based on the absolute residuals tend to be the most powerful. On models LM-2, LM-4, and LM-6, the statistics based on the squared residuals are the most powerful; this follows the results in Pérez and Ruiz (2003). We also note that for lag $m = 10$, the proposed Weighted McLeod–Li type and original McLeod–Li type tests are comparable and the most powerful in every case. When testing at the larger lag of $m = 50$, we see the proposed Weighted McLeod–Li type test is always the most powerful and its decrease in power appears less pronounced than that of the McLeod–Li type.

4.3 Fitted ARCH Processes

In Section 3.2, the versatility of the methodology is shown as it is extended to check for the adequacy of a GARCH or ARCH fit. As discussed in Section 3.2, a Weighted Li and Mak or Li and Li statistic can be constructed but the exact distribution (and approximation) under the null hypothesis will depend on a consistent estimate for the covariance of the autocorrelations. We omit that study here, although an example is provided in the supplementary documents.

Table 6 provides the empirical Type I errors where the data are generated, and properly fit, by two different AR(1)-ARCH($b$) models suggested in Li and Mak (1994): ARCH-1: $(\phi, \omega, \alpha_1) = (0.2, 0.2, 0.2)$ and ARCH-2: $(\phi, \omega, \alpha_1, \alpha_2) = (0.2, 0.2, 0.2, 0.2)$ where ARCH-1 has $b = 1$ and ARCH-2 has $b = 2$. Four different sample sizes are considered and 1000 replicates are performed. We see in Table 6 that the simulated size is comparable to that found in Li and Mak (1994). We extend their study by comparing the statistics at two lags, $m = 6$ and $m = 12$. All of the statistics are close to the nominal size of 0.05 or conservative.

Table 7 supplies a power study analogous to that in Li and Mak (1994). The data are generated from models ARCH-2 and model ARCH-3: $(\phi, \omega, \alpha_1, \alpha_2, \alpha_3, \alpha_4, \alpha_5) = (0.2, 0.2, 0.2, 0.2, 0.1, 0.05, 0.05)$. An inadequate AR(1)-ARCH(1) or AR(1)-ARCH(2) are fit, respectively. One thousand replicates were performed on four different sample sizes and the power levels are reported. Table 7 shows that the proposed statistic is more powerful in detecting an inadequate ARCH fit. We see an improvement of upwards of 10% for $n = 300$ when an AR(1)-ARCH(1) is fit to a true model of AR(1)-ARCH(2).

4.4 Monte Carlo Methods and Computational Efficiency

Lin and McLeod (2006) and Mahdi and McLeod (2012) recommended a Monte Carlo method to obtain the distribution and p-values for the statistic based on the determinant of the autocorrelation matrix $\hat{R}_m$. With advances in modern computing power, particularly with parallel processing, this procedure can generally be handled quite easily. However, in some applications, the use of a Monte Carlo method may be too expensive due to the computational efficiency of the statistic. In practice, calculation of the determinant of an $m \times m$ matrix requires on the order of $O(m^2)$ operations, where our proposed statistics only require $O(m)$ operations. Further studies are included in the supplemental documents. If a practitioner wishes to use a Monte Carlo method, the more computationally efficient proposed statistics may be preferred.

4.5 Data Analysis

To demonstrate the effectiveness of the proposed methods, consider the analysis of two return series. We examine the log daily closing return of Apple, Inc., stock (AAPL) and the Nikkei-300 index (N300) on the market days from May 1, 2006, through October 31, 2007. This period essentially accounts for the very volatile recession that began in late 2007. The two series can be seen in Figure 1.

When analyzing the Apple, Inc., log returns, using any of the statistics, no ARMA process is detected. Furthermore, through analysis of the squared series, no nonlinear process is detected using any method. Table 8 provides the p-values of the five
The simulation study suggested the proposed Weighted McLeod–Li type statistic appeared to be the most powerful in detecting long memory processes, particularly when testing at larger lags. As seen in Table 8, in general, only the proposed Weighted McLeod–Li type and the McLeod–Li type statistic suggest any presence of a nonlinear process. It is also interesting to note that the proposed statistic tends to have more stable p-values. That is, once the nonlinear process is detected, it continues to be detected, even when testing at larger lags, whereas the McLeod–Li type statistic becomes insignificant.

A similar phenomenon is seen with the Weighted Li–Mak statistic. When analyzing the Nikkei-300 index, no ARMA process is detected. Every statistic, using both the squared series and absolute series, suggests the presence of a nonlinear process. Following the work of Li and Mak (1994), we fit increasing orders of ARCH processes to the index series. After fitting an ARCH(3) model to the series, Table 9 provides the p-values of the proposed statistics and that of Li and Mak (1994) at various lags. The proposed Weighted Li–Mak test appears to suggest that an ARCH(3) is inadequate, while the conclusion of the Li and Mak (1994) test is not consistent across m. The proposed method tends to be more stable as the lag m increases. Even at m = 50 when the statistic is insignificant, it still suggests weak significance while that of Li–Mak has a p-value greater than 0.30.

Table 8. The p-values in detecting nonlinear effects in Apple, Inc., returns using absolute values

<table>
<thead>
<tr>
<th>m</th>
<th>$\tilde{Q}_W$</th>
<th>$\tilde{M}_W$</th>
<th>$D^*_W$</th>
<th>$\tilde{Q}^*$</th>
<th>$\tilde{M}^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.1033</td>
<td>0.2089</td>
<td>0.2170</td>
<td>0.1480</td>
<td>0.3454</td>
</tr>
<tr>
<td>20</td>
<td>0.0148</td>
<td>0.0707</td>
<td>0.0816</td>
<td>0.0037</td>
<td>0.0266</td>
</tr>
<tr>
<td>30</td>
<td>0.0079</td>
<td>0.0482</td>
<td>0.0610</td>
<td>0.0133</td>
<td>0.0665</td>
</tr>
<tr>
<td>40</td>
<td>0.0066</td>
<td>0.0541</td>
<td>0.0735</td>
<td>0.0231</td>
<td>0.1422</td>
</tr>
<tr>
<td>50</td>
<td>0.0092</td>
<td>0.0773</td>
<td>0.1095</td>
<td>0.0368</td>
<td>0.2029</td>
</tr>
<tr>
<td>60</td>
<td>0.0123</td>
<td>0.1043</td>
<td>0.1546</td>
<td>0.0878</td>
<td>0.3853</td>
</tr>
</tbody>
</table>

Table 9. The p-values of statistics after ARCH(3) has been fit to Nikkei-300 index series

<table>
<thead>
<tr>
<th>m</th>
<th>$L_w(b, m)$</th>
<th>$L(b, m)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.0298</td>
<td>0.0115</td>
</tr>
<tr>
<td>20</td>
<td>0.0335</td>
<td>0.0883</td>
</tr>
<tr>
<td>30</td>
<td>0.0184</td>
<td>0.0244</td>
</tr>
<tr>
<td>40</td>
<td>0.0341</td>
<td>0.1724</td>
</tr>
<tr>
<td>50</td>
<td>0.0690</td>
<td>0.3227</td>
</tr>
</tbody>
</table>

5. DISCUSSION

This article introduces new time series goodness of fit tests, which can be derived by considering traces of squares of estimated correlation matrices. Using the trace of $\hat{R}_m$, rather than the determinant results in a test statistic that is much more stable in terms of m. The resulting weighted portmanteau tests are easy to compute and numerically stable, but still tend to be more powerful than the usual Ljung–Box tests in detecting under fit ARMA processes. In many cases, the proposed methods are more effective in detecting nonlinear effects compared with those in the literature. The simulations and data analysis considered in this article demonstrate that the weighting scheme also results in test statistics that are less sensitive to the choice of m; that is, the conclusion of the test is more consistent as m varies.

There are several open questions pointed out by referees. In what sense is the weighting scheme optimal? It may be possible to analytically show that the large sample distributional approximation is optimal if the weights decrease in the lag. A second notion of optimality is in terms of power of detecting under fit models. Since for ARMA processes the autocorrelations (eventually) decay exponentially in the lag, it may be the case that in the class of ARMA processes, a decreasing sequence of weights can optimize power in certain settings. It has been known for some time that partial correlations pick up missing MA components, while autocorrelations are better at detecting missing
autoregressive terms. Can a combination of \( \tilde{Q}_w \) and \( \tilde{M}_w \) be used to improve performance in detecting under fit ARMA models?

APPENDIX: TECHNICAL DETAILS

A.1 Testing on ARMA Models

Proof of Theorem 1. Both \( \tilde{Q}_w \) and \( \tilde{M}_w \) can be expressed as quadratic forms. Define

\[
W = \begin{bmatrix}
1 & 0 & \cdots & 0 \\
0 & m-1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 1 \\
\end{bmatrix}
\]

as the diagonal matrix of our weights. Then \( \tilde{Q}_w \) and \( \tilde{M}_w \) are asymptotically expressed as the quadratic forms

\[
\tilde{Q}_w \simeq n \tilde{W} \tilde{A} \tilde{W}^\top \quad \text{and} \quad \tilde{M}_w \simeq n \tilde{W} \tilde{M} \tilde{W}^\top \quad \text{as} \quad n \to \infty,
\]

respectively, where \( \tilde{A} \) denotes the transpose operation on vector/matrix \( A \) and \( \tilde{W} \) is the \( m \times 1 \) vector of the autocorrelations (partial autocorrelations) from lag 1 to \( m \). From the results in Box (1954), both quadratic forms will be distributed as

\[
\sum_{i=1}^{m} \lambda_i \chi_i^2,
\]

where each \( \chi_i^2 \) are independently distributed chi-squared random variables with one degree of freedom, and the \( \lambda_i \) are the \( m \) real nonzero characteristic roots of the matrix \((I - Q)W\) where \( I - Q \) is the \( m \times m \) covariance matrix of both \( \sqrt{\tilde{W}} \) and \( \sqrt{\tilde{M}} \). Box and Pierce (1970) and McLeod (1978) approximated the matrix \( Q \) by the projection matrix \( X(X'X)^{-1}X \) when \( m \) is moderately high.

Gamma Approximation. Box (1954) and Satterthwaite (1941, 1946) demonstrated that the distribution of this particular quadratic form can be well approximated by \( c \chi_i^2 \), or gamma distribution. The parameters are chosen so that the distribution has the same first two cumulants as the gamma approximation. In particular, consider the shape and scale parameters for a gamma distribution:

\[
\alpha = \frac{K_1^2}{K_2} \quad \text{and} \quad \beta = \frac{K_2}{K_1},
\]

where \( K_i \) is the \( i \)th cumulant of the distribution (A.1). Box (1954) provided a formula (theorem 2.2 in Box 1954) for the cumulants and a simple algebraic manipulation of the results in Peña and Rodríguez (2002) provides

\[
K_1 = \sum_{i=1}^{m} \lambda_i \text{tr}(I - Q)W = \frac{m+1}{2} - (p+q) + \frac{1}{m} \sum_{i=2}^{m} (i-1)q_{ii},
\]

and

\[
K_2 = 2 \sum_{i=1}^{m} \lambda_i^2 = 2\text{tr}((I - Q)W(I - Q)W)
\]

\[
= \frac{1}{3m} (m+1)(2m+1) - 2(p+q)
\]

\[
+ \frac{4}{m} \sum_{i=2}^{m} (i-1)q_{ii} - \frac{4}{m^2} \sum_{i=2}^{m} (i-1)^2 q_{ii}
\]

\[
+ \frac{2}{m^2} \sum_{i=2}^{m} \sum_{j=2}^{m} (i-1)(j-1)q_{ij}.
\]

where \( q_{ij} \) is the element of the matrix \( Q \) on row \( i \), column \( j \). Peña and Rodríguez (2002) demonstrated that as \( m \) grows large, the \( O(m^{-1}) \) and \( O(m^{-2}) \) terms tend to zero. We recommend using an upper bound on \( K_1 \) as it improves the approximation under the null distribution and the limiting argument for \( K_2 \) from Peña and Rodríguez (2002):

\[
K_1 = \frac{m+1}{2}, \quad \text{A.2}
\]

and

\[
K_2 = \frac{(m+1)(2m+1)}{3m} - 2(p+q). \quad \text{A.3}
\]

Proof of Theorem 3. From the result in McLeod and Li (1983), the autocorrelations of the squared residuals are asymptotically normally distributed as \( \sqrt{n} \tilde{W}(\tilde{\epsilon}_t^2) \to N(0, I_m) \) where \( I_m \) is an \( m \times m \) identity matrix. Applying this result to the results in Monti (1994) provides the asymptotic distribution \( \sqrt{n} \tilde{M}(\tilde{\epsilon}_t^2) \to N(0, I_m) \). Both \( \tilde{Q}_w(\tilde{\epsilon}_t^2) \) and \( \tilde{M}_w(\tilde{\epsilon}_t^2) \) can be expressed as quadratic forms as in Theorem 1 and the result follows. We note that the gamma approximation follows the previous result with the exception that the cumulants are easier to find since the covariance matrix of the autocorrelations and partial autocorrelations is an identity matrix.

A.2 Testing on ARCH Models

Proof of Theorem 4. From the result in Li and Mak (1994), for an ARCH(\( b \)) model, the autocorrelations of the standardized squared residuals are asymptotically normally distributed as \( N(0, I_{m-(b+1)}) \) where \( I_{m-(b+1)} \) is an \( (m-(b+1)) \times (m-(b+1)) \) identity matrix. \( L_w(b, m) \) can be expressed as a quadratic form and the result follows that in A.1.

Cumulants for the Gamma Approximation. We note that only \( m-(b+1) \) terms are in the above statistic, but the weights are still based on \( m \). Only a submatrix of \( W \) from above is used, the cumulants are

\[
K_1 = \frac{m(m+1) - b(b+1)}{2m},
\]

and

\[
K_2 = \frac{m(m+1)(2m+1) - b(b+1)(2b+1)}{3m^2}.
\]

SUPPLEMENTARY MATERIALS

Proof of Theorem 2: Outline of a proof to Theorem 2 in Section 2.2. (mtoinfty.pdf, Portable Document Format file)

Additional Simulations: Extension of Section 4 including additional simulation studies. (simulations.pdf, Portable Document Format file)

Data for analysis: Apple, Inc. (AAPL) stock and Nikkei-300 index (N300) closing prices from May 1, 2006, through October 31, 2007. (apple607.csv and n300-0607.csv, comma-separated values file)

WeightedPortTest R-package: R-package containing source code for the weighted portmanteau tests introduced in this article. (WeightedPortTest_1.0.tar.gz, GNU ziped tar file)