STAT 713 SPRING 2015 EXAM 1

1. Suppose X ~ Poisson(u), where p > 0. Define
X —
y=="F#
Vi
(a) Show that the moment generating function of Y is
My (t) = E(e™) = exp{ue!/VF — 1 — t/ni}.

(b) Show that you can write

t2
pe™ = pt i+ 5+ o(1),

where o(1) is a term that satisfies o(1) — 0, as y — oo. Hint: Expand e?/v# in a Taylor series
about ¢t = 0.
(c) Combine parts (a) and (b) and show that

X—u d

Y = 7 — N(0,1),

as [t — 00o.

2. Suppose X1, Xo, ..., X, are iid U(0,6), where § > 0. In class, we derived the method of
moments and maximum likelihood estimators of 6 to be, respectively,

6 = 2X
b = X
(a) Prove that, as n — oo,
V(B — 6) -5 N(0,62/3).
(b) Prove that, as n — oo,
Y, =n(0 - 0) -5 Y,

where Y is an exponential random variable with mean 6. Hint: Show that the cumulative
distribution function (cdf) of Y,, converges pointwise to the cdf of Y.

3. Suppose X1, Xo, ..., X, are iid random variables with population distribution

[ aepr =123
fx(zlp) = { 0, otherwise,

where 0 < p < 1. Note that this is a geometric distribution that describes the number of
Bernoulli trials needed to find the first “success.” Recall that F(X) = 1/p and var(X) = 1/p?.
(a) The statistic X converges in probability to a constant, as n — oo. Explain why and then
identify the constant.
(b) Carefully argue that
X - d
Zp = — N(0,1),

/

S

>
9

as n — oQ.
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4. Suppose X1, Xo,..., X,, are iid N (p,1), where —o0o < p < co. Set X = (X1, Xo,..., X,,).
Define the statistic

T=T(X) = zn: Xi.
=1

(a) Using the definition of sufficiency, prove that 7' is a sufficient statistic. Do not the Factor-
ization Theorem or exponential family theory (for this part only).
(b) Is T a complete statistic? Prove or disprove.

5. Suppose X1, Xo, ..., X, is an iid sample from

a a1
—z%7, O<z<O
fx(zla,0) =< 0 .
0, otherwise,
where a > 0 and 6 > 0 are both unknown parameters. Carefully argue that X ,) and
X
2lim11X ()

are independent. Here is how to get started: Fix a = ag and show that the resulting subfamily
fx(z]0) is a scale family.

6. Suppose that X1, Xo, ..., X, is an iid sample from

e_(x_lu')7 T 2 7

et ={

otherwise,
where —oo < p < 0.
(a) Find the method of moments estimator of p.

(b) Find the maximum likelihood estimator (MLE) of p.
(¢) Find the MLE of p subject to the restriction that p < 0.
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