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These slides are an instructional aid; their sole purpose is to display, during the lecture,
definitions, plots, results, etc. which take too much time to write by hand on the blackboard.

They are not intended to explain or expound on any material.
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Reminder
For a sequence of real numbers {an}n≥1, we say an converges to a as n goes to
infinity if for every ε > 0 there exists an integer Nε ≥ 1 such that

|an − a| < ε for all n ≥ Nε,

and we write limn→∞ an = a or an → a as n→∞.
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Convergence in probability
Let {Xn}n≥1 be a seq. of rvs. We say Xn converges in probability to a rv X if

lim
n→∞

P(|Xn − X | < ε) = 1 for every ε > 0,

and we write Xn
p−→ X .

Exercise: Let Z0,Z1,Z2, . . .
ind∼ Normal(0, 1) and set

Xi = Z0 + Zi for i = 1, 2, . . .

Show that X̄n = n−1(X1 + · · ·+ Xn)
p−→ Z0 as n→∞.

We are often interested in showing Xn
p−→ c , where c is a constant, i.e.

lim
n→∞

P(|Xn − c | < ε) = 1 for every ε > 0.
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Exercise: Let X1, . . . ,Xn
ind∼ Uniform(0, θ). Show that X(n)

p−→ θ.

If θ̂n is a rv with which we estimate θ, we call θ̂n a consistent estimator if θ̂n
p−→ θ.

More about consistency next semester. . .
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Theorem (Weak law of large numbers)

Let X1, . . . ,Xn be iid with mean µ and variance σ2 <∞. Then X̄n
p−→ µ.

WLLN: Sample mean
p−→ population mean if population variance is finite.

There is also a SLLN, but this is an STAT 810/811 topic.

Exercise: Prove using Марков’s inequality.
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Exercise: Let X1, . . . ,Xn
ind∼ FX and set

F̂n(x) =
1
n

n∑
i=1

1(Xi ≤ x) for all x ∈ R.

Show that F̂n(x)
p−→ FX (x) for each x ∈ R.
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Sufficient condition for convergence in probability to a constant
For a sequence {Xn}n≥1 of rvs and a real number c ,

EXn → c and VarXn → 0 =⇒ Xn
p−→ c .

Exercise: Prove the above.
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Exercise: Let Xn = n−1Wn, where Wn ∼ χ2
n for n = 1, 2, . . . Show that Xn

p−→ 1.
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Exercise: Let X1, . . . ,Xn
ind∼ fX (x ;β) = βx−(β+1)1(x ≥ 1) and let

β̂n =
n − 1∑n
i=1 logXi

Check whether β̂n converges to β by analyzing Eβ̂n and Var β̂n.
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Theorem (Helper results for proving convergence in probability)

Let Xn
p−→ X and Yn

p−→ Y . Then
1 cXn

p−→ cX for c 6= 0.
2 Xn ± Yn

p−→ X ± Y

3 XnYn
p−→ XY

4 Xn/Yn
p−→ X/Y , provided P(Y = 0) = 0.

5 For any continuous function g , g(Xn)
p−→ g(X ) (continuous mapping).

6 For any sequences {an}n≥1, {bn}n≥1 s.t. limn→∞ an = 1 and limn→∞ bn → 0,

anXn + bn
p−→ X .

Exercise: Prove 1, 2, and 5 from above.
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Exercise: Let X1, . . . ,Xn
ind∼ Bernoulli(p). Let Y = X1 + · · ·+ Xn and consider

p̂n =
Y

n
and p̃n =

Y + 2
n + 4

.

Check convergence to p of p̂n and p̃n.
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Exercise: Let X1, . . . ,Xn ∈ Bernoulli(p), p̂n = X̄n. Argue that

p̂n(1− p̂n)
p−→ p(1− p) as n→∞.
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Exercise: Let {(Xn,Yn)}n≥1 be iid rv pairs with corr(X1,Y1) = ρ. Show that

ρ̂n =

∑n
i=1(Xi − X̄n)(Yi − Ȳn)√∑n

i=1(Xi − X̄n)2
∑n

i=1(Yi − Ȳn)2

p−→ ρ,

provided EX 4
1 and EY 4

1 are finite.
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Approaches for establishing convergence in probability to a constant
1 Directly show limn→∞ P(|Xn − c | < ε) = 1 for all ε > 0.
2 Show EXn → c and VarXn → 0 as n→∞.
3 Use the WLLN if applicable in conjunction with the helper results.

Exercises: Let X1, . . . ,Xn be a rs. Consider showing S2
n

p−→ σ2 in above ways.
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