STAT 712 hw 5

Joint and marginal distributions, conditional distributions, independence

Do problems 4.1, 4.9, 4.10, 4.11, 4.15 from CB. In addition:

1. A frog will hop across a sidewalk, beginning the dirt on one side and ending in the dirt on the other
side. Let X be the number of times the frog lands on the sidewalk while hopping across. Derive the
probability mass function of X assuming that the frog’s hopping distances are independent and have
the exponential distribution with mean 1/\ and that the sidewalk has width t.

Let Y7,Y5,... be the hopping distances of the frog. First consider finding P(X = 0). We have
PX=0)=PY,>t)=1—(1—¢e?) =e"
Now, for any k > 1, we have

P(X = k)= PUYi 4+ Vi > 3 1 {Yi 4+ + Yy < 1))
—P{Gk+Yk+1>t}ﬂ{Gk<t}> kaGamma(k,l/)\)
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so that X ~ Poisson(tA). Note that P(X = 0) = e = e(t\)°/0!.

2. Let (X,Y) be a pair of random variables with joint pdf given by
flz,y) = %e_m/el(() <y<l/x,xz>0)

for some 6 > 0.
(a) Find P(1 < X <2,V <1).

We have




(b) Find the marginal pdf fy of X.

We have

/ z‘W10<y<Uxx>®d

1/z
/ Ee *dyl(z > 0)

1
e %1 (x > 0),

so that X ~ Exponential(0).

(c) Find EX.

Since X ~ Exponential(f), we have EX = 6.

(d) Find the marginal pdf fy of Y and draw a picture of it when § = 1 (you may use software).
Hint: You will have to do integration by parts.

We have
fr(y) = / 56_“”/01(0 <y<l/z,x>0)dx

1y
/ e~z - 1(y > 0)
0

1/y
[ —:c/9 / _e—z/edac] -1(y > 0) (by parts: u = x, dv = 0~ Le™"/%)
0

e H/Wd ( + y)] 1(y > 0).

With 6 = 1, the function looks like this:
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(e) Give the conditional pdf f(z]y) of X|Y =y for y =1 when 6 = 1.

For 0 < y < 1/z and x > 0 (which is the same as 0 < z < 1/y, y > 0), we have

’i[;y y
-1 % 1
9 e /(y)<9+y>

so, for y =1 and 6 = 1, we have

xe *
1 —2e-!

f(z|1) = 10 <z <1).

(f) Give the conditional pdf f(y|z) of Y|X = x for x > 0.

We have

gefm/B
flylz) = ieﬂ/al(o <y<l/x)=2x-10<y<1/x),
0

so that Y| X = x ~ Uniform(0, 1/z).

3. Let (Z1,Z5) be a pair of rvs with the standard bivariate Normal distribution with correlation p, so
that their joint pdf is given by
1 1 1 1

o 1—p2eXp 21— p2

(22 — 2pz129 + 23) for all 2y, 29 € R.

f(zlv ZQ) -
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(a)

(b)

Show that Z; and Z, are independent if p = 0.

If p = 0 then the joint pdf of (Z;, Z2) becomes

1

f(z1,22) = o5 OXP [—%(zf + zg)}

_ L ap 1

e—%/2

e )
\ 2T v/ 27r

so that it can be factored into the product of a function of only z; and a function of only z,,
implying independence of Z; and Z,.

Show that the marginal pdf of Z; is the Normal(0, 1) distribution.

The marginal pdf fz, is given by

1 1 1 1
fz.(z1) = / _—p2 exp [—5 (22 — 2pz120 + zg)} dzo
1

oo 2T /1 — 1—p2
(I 1 11 ,
\/271'/_00\/274/1_;2 p[ 21—p2((2 pz1)* + 25 — p? 2)] )
1 1 1 1
5 XP {__—2(23 - 2PZ1)2] dzs

1 2 / V 4T 4/
—2%/2
—e 1 S —

TV
=1, integral over Normal(pz1,1 — p?) pdf

J/

L _21/2

Voo

which is the pdf of the Normal(0, 1) distribution.

Show that Z,|Z; = z; ~ Normal(pz;,1 — p?).

In our work towards finding the marginal pdf fz, of Z;, we rewrote the joint pdf of Z; and
Zo as

L 11
f(zlv 223 p) \/% i \/— \/7 exp |: pg (Z; - 2p21)2:| :
fZl(Zl)

We see from here that the conditional pdf f(z3|z1) of Z5|Z; = z; is given by

oy = {2 o L1 [_1;
TV (m) Ve 1o 2 Pt p

which is the pdf of the Normal(pz;, 1 — p?) distribution.

(2 - 2pzl>2] ,
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4. Let X have pdf fy and for some 7 € (0,1) define the quantile check function as

2T, z>0
—z(1—=71), z<0.

prle) =7 =12 <0) = {

(a) Show that the 7-quantile ¢, of X is equal to the value of @ which minimizes Ep,(X — a).
Hint: Set up the integral and differentiate it with respect to a using the rule of Leibniz

b(x) b(z)
L gttt = gl b)) bla) — gl () -afa) + / 4 oyt

dx alx) dx (z) dx

Then show that the derivative is equal to zero when a = q,.

We have

o0

Ep, (X —a) = / pr( — a) fx (x)de

— 00

=—(1-1) /a (x — a)fx(z)dz —i—T/aoo(x —a)fx(z)dz.

—00

The rule of Leibniz applied to the two integrals gives

[ o= an@ar = [ i@
! Oo(w —a)fx(z)dr = — /:O fx(x)de.

da J,
Now we write

dia]EpT(X —a)=(1-71) /; fx(z)dx — T/:O fx(z)dz = 0.

We see that a = ¢, solves the above equation since ff;o fx(z)dz = 7 and fqoj fx(x)dr =1—7.

(b) Argue that the median of X is the value of a which minimizes E|X — al.

The median is the 7 = 0.5 quantile, or go5. Noting that po5(X —a) = 3| X — al, we have

1
go.5 = argmin Epg5(X — a) = argmin §E|X — a| = argmin E|X — q

a

5. (Optional) Additional problems from CB: 4.4, 4.5, 4.17, 4.18
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