STAT 713 sp 2022 Final Exam

1. Let Y1,....Y, nd fy(y;0) = 0e%°e%1(y > 1) and consider testing Hy: 0 = 0y vs Hy: 0 # 6.
(a) Find the MLE 6, for 6.

The likelihood and log-likelihood functions are given by
L(0;X) = 0" ™% and  £(0;X) =nlogh — nB(Y, —1).

The score function is given by

0 1 .
S(0;X) = %K(Q,X) =n [5 — (Y, — 1)}
Setting this equal to zero and solving for 6 gives the MLE
R
Y,—1

(b) Show that the likelihood ratio test rejects Hy when Qo/én < ¢y or Go/én > ¢y for some ¢; < cs.

The likelihood ratio is given by
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So the likelihood ratio test rejects Hy: 6 = 6y if

(@)exp —(@) el <k
L\ O, L \0,/] |

for some k > 0. Since the function ze™* is strictly increasing for z < 1 and strictly decreasing
for z > 1, the rejection rule of the likelihood ratio test is equivalent to

0 0

D or L>e

n n




for some ¢; < cs.

(c) Give the rejection rule for the size-a asymptotic likelihood ratio test.

The size-a asymptotic likelihood ratio test rejects Hy: 0 = 6, if

i)+ (-3 =
—2n |lo — |+ 1= = > a-
h(en AN

(d) Give the Fisher information.

The Fisher information is o
n
I,(0) = —Ewﬁ(Q,X) =5

(e) Give the rejection rule for the size-a score test.

The score test statistic is given by

[S(00: X2 _ m?[y " — (Yo —

e _ o -
L(6) ndy > =n[l — oY, — 1)]" =n[l —00/0,]

The size-a score test rejects Hy: 0 = 6y when

n[l — 0o/, > X3,
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2. Let Xy,..., X, beiid rvs with the same distribution as X, of which the distribution is described by
X|A ~ Poisson(\)
A ~ Exponential ().

for some 3 > 0.

(a) Show that the marginal pmf of X is px(z; 8) = 537 (%)x 1(z €{0,1,2,...}).

For x =0,1,2,..., we have

B F(z+1) /°° 1
2B+ 1/B8)= L fy (14 1/B) @D (z + 1)

(i)
T B+1\p+1)

e~ MA+/B)7E gy

(b) Find the MLE 3, for B based on X1, ..., X,.

The likelihood function is

1 n B nXn
L(F;X) =
0= (531) (553)
and the log-likelihood is

0(8;X) = —nlog(B + 1) + nX,[log(B) — log(5 + 1)].

O pgxy— " oe [l 1 ]_ Xe=8
ag %)= 5+1+”X"[ﬁ 5+1] S EE

Setting the above equal to 0 and solving for 3 gives

Now we have

Bn = Xn

(c) Find the asymptotic variance ¢ such that /n(8, — ) 2 Normal(0, ) as n — oo.

We first need to find the variance of X, which is mostly easily found as
Var X = Var(E[X|\]) + E(Var[X|)\]) = Var A + EX = 5% + 3 = B(B + 1).

The Score function is < 5
S(B:X)=n—2——
(5:X) =537

Page 3



(e)

and Fisher information is

n? 1 n
———— Var X = ——.
BB +1)*n BB+1)
The asymptotic variance 9 is equal to the inverse of the Fisher information based on a sample
of size 1, so that

In(B) = Var §(5; X) =

9= BB +1).

Give a Wald-type test of Hy: 8 < [y versus Hy: 5 > [y.

Wald type tests could be defined with rejection rule Z > z,, where

Z =n(B — Bo)/\ Bu(Bu+1) or  Z=1/n(B—Po)/\/Bo(Bo+1).

Give an asymptotic (1 — a) x 100% confidence interval for f.

The Wald-type (1 — a)) x 100% confidence interval is given by

Bn + Za/2 Bn(@n + 1)/”
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3. Let Xy,..., X, be independent rvs with cdf given by

0, T < W
FX(xaM) = { 1_6—(32—;1)27 T Z i,

for some p € R.

(a)

(d)

Find a sufficient statistic for p.

The pdf corresponding to the cdf Fy is given by

Fx(aip) = 2(z — p)e” @M 1(z > p).

The joint density of Xi,..., X, is given by

n

Fx(p) =20 [[ (X = p) - e Z= T 1(X ) > ),

=1

The greatest reduction of the data we can achieve without losing information about p is to keep
the order statistics T' = (X1, ..., X))

Find a pivotal quantity for p.

We find that the first order statistic X(;) has density given by

Fxo (@) = 2n(z — p)e "M 1(z > p),

in which p is a location parameter. This suggests as a pivotal quantity

Q(X; ) = X1y — i,
which has density given by
—ny?
foly; ) = 2nye ™ 1(y > 0).

Note that this is free of the parameter u, so it is indeed a pivotal quantity. It is possible to
define other pivotal quantities.

Give the cdf of your pivotal quantity.

The cdf of the pivotal quantity Q(X; i) = X1y — p is given by

0, y <0
Foly) = { 1—e ™ y >0,

Use the pivot quantity to construct a (1 — a)) x 100% confidence interval for p.
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The u quantile g, of the pivot quantity Q(X; u) = Xy — p is given by

\/1 ( : )
qu = _log )
n 1—wu

which we obtain by solving Fi(q,) = u for ¢,. So we may write

p <\/%1og<1_1a/2) < Xpy —p< \/%1Og <ﬁ>) —1—a

This is equavalent to

1 1 1 1
Pl Xy —y/=log|—)<u<y/=-log(——— )] =1-
(00 R () < e (45) ) =1
1 1 1 1
(Xw e (57m) o - ¢ "8 (m))

is a (1 —«) x 100% confidence interval for p.

so that
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