
STAT 714 hw 2
Dimension of a subspace, bases, rank, orthogonal complements, orthogonal projections

1. Let W be a subspace of Rn with an orthogonal basis {w1, . . . ,wp} and let {v1, . . . ,vq} be an
orthogonal basis for W⊥.

(a) Show that the set {w1, . . . ,wp,v1, . . . ,vq} is linearly independent.

(b) State whether Span{w1, . . . ,wp,v1, . . . ,vq} = Rn. Prove your statement.

(c) Show that p+ q = n.

(d) Show whether the statement is true or not: For every x ∈ Rn, we have x ∈ W or x ∈ W⊥.

2. Let U = [u1, . . . ,up], where {u1, . . . ,up} is an orthonormal basis for a subspace W of Rn. Show
that the orthogonal projection of y onto W is given by ŷ = UUTy.

3. Let y = (1, 1, 1)T and let v1 = (2,−5, 1)T and v2 = (4,−1, 2)T .

(a) Produce an orthonormal basis for Span{v1,v2}.
(b) Give the orthogonal projection ŷ of y onto Span{v1,v2}.

4. Show that if W and V are subspaces of Rn such that W ⊂ V , then dimW ≤ dimV .

5. Let A =
∑r

k=1 ukv
T
k for some vectors u1, . . . ,ur ∈ Rm and v1, . . . ,vr ∈ Rn. Show that rankA ≤ r.

6. Consider the linear model given by

Yij = µ+ αi + βixij + εij, i = 1, 2, j = 1, 2, 3,

with xij = j for i = 1, 2 and j = 1, 2, 3, and where the εij are Normal(0, σ2) random variables.

(a) Put the model equations in matrix form y = Xb+ ε.

(b) Give a basis for ColX.

(c) Give rankX.

(d) Give dimNulX.

(e) Give dim(ColX)⊥.

(f) Give a basis for the orthogonal complement of ColX.

(g) Give the orthogonal projection of the vector y = (5, 6, 8, 4, 3, 1)T onto NulXT .

(h) Give the orthogonal projection of the same y onto ColX.


