
 

I het W be a subspace of IR with an orthogonal basis We Ip
and let EY 2g be an orthogonal basis for Wt

a Show that the set Sw yp y kg is linearly independent

b State whether Span wie Ip Y Y R Give you reasoning

C Show that pig n

d Show whether the statement is tm a not tue For every vector IHR
we have Xt W or

xewt.SE
G Write

e w t crypt d k t dgl G A

Check whether this implies c Cp d do o

If so II Ip Y kg is linearly independent

Take the inner product of the vector in A with any Ya Thisgives

In ein t piep t dir t df da In'In o

So we must have da so Do this for each k l G

Likewise take

wg iw t piep t dir t dgl cjwj.ws O

so we must have c o Do this for each j c P

So A implies c Cp d do O

Therefore Swir Ip Y kg is a linearly independent ht



OE Just say wj.wp okjtk.ws kn o j k k In 0 j k

Therefore S4 Ip Y kg is on orthogonal ht

Sinn orthogonality of a set implies linen dependence this suffices

b By the orthogonal decomposition theorem any vector y ER can be written

I I t I I E W and je Wt

Since Swr pl is a basis for W and Sy Lg is a basis for Wt

Y c hi t top up for some C op Elk

and I d k t dgl for some dis do ER

y c w t top hp t d k t tag

Sinn y is any unter m R we kam Spontan Ip Y g
R

C Sinne 9 Sp k is a basis for R which we know because

Span Eis Ip Y IR and Sy Ep Y is linearly inder

the number of vectors in 9 p Y is equal to thedimensionof IR

Sinn din R En we how pts n

d The statement is false We can give a counter example

The set W hp i is a subspaceop I with orthogonal complement Wt Spa

The vector I L is in R but I W and a wt

So orthogonal complements do not partition the vector space rather
they allow for each the unique representation I te where

IE W and e Ew



U 2 Ip when 92 Ip is an orthonormal basis for a subspace
W of IR show that the orthogonal projection of y ER onto W is givenby

Y WUT

D

Solutig We kam

Ip

G I t Gr

ä E
which is the orthogonal projection projwy of y onto W



But I and let i and I
a Produce an orthonormal basis for Span Y In

b bin the orthogonal projection I of y onto Sp I

St
a First use Gram Schmidt to orthogonalize the boss ht

Iii
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To obtain an orthonormal basis normalize each vector wie hat

14 11 5 11 4 11 T

So an orthonormal basis is

1 41 B
b The orthogonal projection of y onto Spanky 3 is given h

HEID ENID
41 I
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show that if W and V an subspaces of IR euch that War then

dim WE dimV

S.tt
Suppose V ha dimension p

Suppose w _high is a basis for W with go p which wouldmake dimW dimV

Since wie Wg is a basis for W and WCW we have we IGE V

But since V has dimension p any set of more than p vectors
in V must be linearly dependent by the Dimension Theorem

Therefore S4 Wg cannot be a besis which is a contradiction

This implies we cannot have dim W dim V so dim WE dim V



het A Erin for some vertone zu I ER and Eis In R

Show that rank A er

Solution

het je CIA Then there is some IE IR auch that

I Ae Empirie Span SI
Terticients on Ii Er

Therefore Col A C Spanky Er

The dimension of Span 2 In is at most r

This is so because if 92 Er is linearly dependent it is a basis for Spant
If I 2 Er is not linearly independent we must remove one or more vectors to
obtain a basis for SpaS2 Er

Therefore die Col A E r

Ä ca and V C D

OUTThen A Innertn c

The rank A minS rank U rank VT

min rank U rank V9

Sinn U and V how r columns their ranks cannot exceed r

So we kam rank A s r



Consider the linear model

Yi µ t Li t ß Xi t Eis i 1,2 j L 2,3

where Xii j for i 1,2 j 1,2 3 and the Eij are N o o

a Put the model equations into matrix form Y X K t E

b Give a basis for ol X

C Give rank X

d Give dim Not X

e bin dim Col

f Give a basis for the orthogonal complement of El X

g Give the orthogonal projection of

I 5 6 8 4 3 1
T

onto Not XT

SIE
4 2 o I o

a I s o2 O En

4,3 2 0 3 Eis
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b By looking at X me see that the columns are linearly dependent

The first column is the sum of the second and third columns

so by the Spanning St Theorem it can be removed and
the remaining columns will still span Col X

Columns 2 through 4 op X form a linearly independent set and
span Co X Therefore they form a basis for Col X

Therefore the set of vectors

2 2

f Ntl

o 2 o

is a basis for ol X

C We kam rank X din Col X and the dimension of a subspace
is the number of vectors in a basis So we have

rank X 4

d The dimension of Not X most be t eine

rank dim Nulx column op y g

e We kam l NotXT The dimension of this satisfies

dim GI XT dim Not XT rows of X G

Since dim ColXT rank XT rank X 4 by the RankTheorem

dim Not XT 2
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2 2 3 o o o o o i 2

o o o 2 2 3 0 0 0 2 2 3

2 2 2 o o o o

o o o o o o o

i o o o 2 2

so1 2 o o o o

o o o o I 2
dimCol X 4

2 2 2 2 2 2
Ix Nolxt

0 2 2 o o o o

d fix z o o o s a s

o 2o o o s

2

o o o o o onuit
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So a basis fr l Nal XT is

2 O

1 11

g The orthogonal projection of I onto Not XT is given by

it H
46

jj I.at111

h The orthogonal projutun of I onto is equal to

E

by the orthogonal decomposition theorem since Col X and NulXT
are orthogonal complements

We kann


