
 

STATISTICAL FUNCTIONALS

Suppose X Xu am iid with probability distribution F

We consider estimating quantities derived from F by means of a

statistical function that is by a function T D IR which
takes probability distributions in a space D of distributions and returns
red numbers

We thus wish to estimate

Oo TLF
when Oo ER represents some property or feature of F

We will consider estimating Oo TLF with

ÖETTE
where E is the empirical distribution of X Xu

So our estimator of Oo TLF is obtained by applying the same functional
to the empirical distribution of X Xu

The empirical distribution is given by

n

E In E
when Sz is the distribution placing unit mass at thepoint Z for any ZEIR

From now on we will usw F to represent probability distributions measures
or the corresponding cdfs interchangeably So we may write

E Ix ZILK Ex
in s

since the cdf of Sz is given by IG Z for ER



We give some examples of statistical functionals and their plug in estimators

Examples

4 Tt 1 dx if F has pdf f

µ T F xd FH
qgx.ca if F hasputtywith

support on X

Estimator is

µ TIE xdEk

dk sxDH

in xd Eil

In Xi

ii

o TLF x StdF DFG

Estimator is

E Tl E Stx Strudeln Xi FI
Iiii Thüte

es TLF inff x Flex z

Estimator is

TEE int x Ek T

when Xp E Xing on the order statistics



Liv Shapeparametrunder GammatD

D TLF is the value oft that solves Yoga DFG o
t

Estimator

In TLF is the value of t that solves

o t.ge DEN In logxi III
C The L trimmed mein

F i a

µ TLF DFG
F la

usually puthere 2
Estimator is n 2ham

E t a n Lan

Na DEM 2 Hin
l 2L ELandte

where Xd E E Xin am the order statistics

von Mises Expansion for statistical functionals

With a view to establishing central limit type results for stetrstal
functionals which will be of the form

F TEE TLF D NCO for some Vax

we work towards expressing the difference TCE TLF as a

mean of iid random variabler with man 0 and some variance V



In particular we wish to write

KLTLE TLF KYI mRCE F

DNA Po
when

Fr is the men of iid rus Y such that EY O EY V

F R E F is a remainder term which can be made to vanish
under certain assumptions

To achieve this we consider something like a Taylor expansion PT
around F evaluated at E
We need to define a derivative for statistical functionals

Von Mises Derivative

The von Mises derivative of T at F in the direction G is defined as

TILL F TLF tilt F

so

provided them exists a function not depending on G such that

G F Squad G F da

with ftp.dflx 0

Wer will sometimes use the notation Fc Ft EEG F and then write

G F TEE



With the von Mises derivative we will write

F TIE TLF MT E F truRCE F

when we want F T En F NLo.cl

Influence Curve

The function is called the info r of the functional Tat F

We see that we may obtain Ex as

fix Sx F T Ft Csx F

by writing

TLF talk F G F x

f TLFtech F dGtx IT Ft Elch F DFG

so

TLF tell F T ELF F

G F

The influence corn measures the change in TCF when F is perturbed by
the addition of a point mass at

Influence curves play an important role in the study of robust estimation
when one considers the effect of outliers for example



n
Exercise Show that En F t zfr.lkh in

Solution We have

En F DIE F

d Ära

4 d t E x

f dsxe.la

In 4,4

We may now write

F TLF TLF ok F t u R E F

noting that by the central limit theorem

TELE F N o.o

where

V zfr.MYDFG Var TECsx F

provided this is finite Note the El T Sx F 14pmDFG o



EXAMPLESOFVONMISESEXPANSIONSFORSTA STICALFUNCTIONALS

The mein

het X X Ä F with mean µ auch variance Tao

Consider
µ T F xdFC

f TEE _ADEN In

The von Mises derivative is

G F TEE

Ix Eu

xd Ftc G F exil
o

f xd Hat c xd G F G I
xd G F x

The influence function at Xo is

F xd F Ix Xo µ
and

Varf Csx F EK 5



We can write the von Mises expansion

n

F In µ Ki µin

noting that the remainder is Zero and

In Xi D N o r as no

Smoothfunctions of the men

het X X Ä F with men µ and variance Fad

Consider

Oo T F g SadF 8Gt for some g p IR

d TEE g Koeln gtx
The von Mises derivative is

TEIG F Tl E

g Hoek

g HFG xd Etc G F 4

g Hd xd G F x



The influence curve at Xo is

T F g Hd x fxd g x µ

und

2
Warf Csx F Hr Vaulx e Ishii

We can write the von Mises expansion

rn gtx gun In JG Xi µ t KRLE F

when

Hr Hiv N o g r es n a

and a R Eu F depends on the smoothness of g

Quantik

het X X ü F with continuous density f
Consider

Sz TLF int x Flex c F c

ja TCE i Hx Ela z X

where Xc E E Xu are the order statistics



The von Mises derivative is found as follows Write

ELF e GELE
Then we have

FIEL t alt F EKD
o

ft a EEG 4 FILE

EILE F EkI
f Ek t F 4 F EK

f Ek t F t GLEICH r

G F

KF c

provided f F e 0

The influence function at Xo is

T s F z ZCF.LA xo z 2 xoESc

tlF'G Ksc



and

v IIIa Val

We can write the von Mises expansion

online Sa d rRCE F

f Sz

where

c ILK.ES N 0,1 1 as no

f Sa

und Ghosh 197 showed F R Eu F provided f S o

L Estimates

het X X Ä F with continuous density f
Consider

Oo TLF n F a du for some T a R

Ön TCE JG E G du E ni

where ni Tl du c L n Draw a picture of a int E Ix n

So L estimators are linear combinations of order statistics 122J



The von Mises derivative is

LG F IT

Lf f Lu Film d
E o

From
ask.in

onguantin

I du

i

The influence function at zo is

F Fly Fly Ily xd dy

a F dytfj CFL.it Fly dy

fjJLFGDdy ffLFGDdytf.gs DfFly Ddy

GÄHNdu t Fln FG 2 dy



Example of an L estim.tv

The d tri a.is defined via an L functional as

µ TLF DFG E an du
corresponding to

TG
42N aua

0 otherwise

This functional induces approximately the estimator

n Lan

µ TEE Xiii
n 212ns An

The influence function of the d trimmed men at zo is found
as follows We consider th different pieces of

Xo

s F HFG dytfj LFC.it FG 2 dy

under the d trimmed man choice of ICH Wen kam

F K a
Fly dyTLF FG dy

ya v d
F i a

ran fi eiEII f iitaadyMd Iza yflxIdy

f Lrt EID Ma



Next

TLF dy In z dy F li a F la

so that

ICH Fly Daly ETH H F a µ

FCI a F la

Ez F In i zahna x Ek Ek

µ
EIN 5

when

ja f 2 µ F t a F la

Now we have

Xo F la

g FG dy F a a x F i a



Putting everything together we have the influence function

F

F Ela

Ko ja F d x F i a

F t a ja F t a xo

and

2

Var Csx F Flat ja t a Eli a jaHÄ
anHi

V

The von Mises expansion is

intra µ Lsa F trnRCE.FI

when

Sa F D N o.O as n o



M Estimators

ht X X be iid with distribution F

Consider

Oo TLF the value oft which solves x t DFG o

Ö T E the value oft which solves Sulfat DEG o

The von Mises derivative is found as follows Define

4 xTCEDDELN o

Then

HH.TLDdECxI
o

144TL Dd FtclG F

fflx.TK DFG t 4 LEDDLG F CD

Set A 14k HEDDA F a µ
E tfzflx.TL dGCx

TECH f
G F t Xy TLF



So we have

G F 76K
4

The influence function at Xo is

Sz F sx.LT zflxo.TL
4 af

und

Vor F
144T DFG

We can write the von Mises expansion

Klön oo truRCE F

drei
when

i
The behavior of F R Eu F depends on the function 4

AB



Exaw.pk M estim.tos Maximum likelihood estimators

For X Xu iid with pdf or put f x O let

b O X logtlxi.io

Then the NILE Ö can be written as the solution to

14kt dem with 4Gt kg Hx o

The corresponding population quantity Oo is the solution to

fzflx.tn dFlxI
According to our previous work we have the expansion

logtk.io ooorlonoo ter RIEF
Elf logflx.io o o

when

1agtlxiiolo.ro NG
Ef logflx.io o o

with
2

pg146logtKioto ofserd.mg z
U z 2

F ly LxioIIoo.D EEolortlxisoYoo

under typical maximum likelihood regularity conditions 118J



POWERFUL RESULTS

Under a type of differentiobility und Hadamard differentrebility which we
define t.tw the remainder term in the von Mises expansion of
F TCE TED will vanish giving the following nice result

Theorem CLT for Hadamard differentiable functionals

If T is Hadamard differentiable then

Ci FLTLE TLF NG in dist as uns

with
Los FÄDEN

ii F TLF TLF Nö Nla in dirt es n

with
j.GG lsx EDdEa

Note that result Iii of the theorem
gives that

E zahi
will kam coverage probability converging to 1 d as v o

Examples of Ü
The mem

We have Ex F xd Seo F x xo µ

E film E xo En
gg



so that

ö JE la E Eu

E ÄH

in Hi FI
En

bmoothf.nu iouoftheme

Wehave r F g xd x xd

La E silbern x für
g a E

so that

ö Täler EDIEN

ffg x E JÄH
Isil Hi EY

HEITE



Thein Bootstrap works for Hadamard differentiable functionals

If T is Hadamard differentiable and V FJd then

sur II ru TIEF TEE PIFFLE TED E o

KEIR

in probability as n o

In the abou we construct the bootstrap version FI of En as

E II when Xi vn K xiidE

We now give the
definition of Hadamard differentiebility

Hadamard dilterentrobility

het D be the space of linear combinations of probability distributions

A functional T D IR is Hadamard differentiable at FED in the direction
GED if there exists a linear function D IR such Hut

nligfTCFtsnlhn ID T t

TECG.FI o

for every sequence Gut such Hut AG Ulla o as n
and every sequence Ende as n o


