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Today

• Syllabus

• Sections 8.1-8.3: Estimation and Sampling Distributions

• Section 8.4: Method of Moments

One of the primary goals in statistics is to model a population based on a sample.

Given the data set, what distribution and what parameters seem to explain it the best.
Examples:
- Time until product failure
- Number of occurrences in a certain amount of time
- Distribution of lengths in a species
- Value of the stock market on a given day

Consider a sample of heights $X_1, X_2, X_3, \ldots, X_n$ that you believe are normally distributed.

What parameters do you need to estimate?

What is the easiest way to do it?

Now consider applying this to a Poisson distribution.

What parameters do we need to estimate?

What are two obvious estimates?
```r
x <- rpois(500, 2)
mean(x)
var(x)
```

How do we decide which estimate is best?

A sampling distribution is the probability distribution of a statistic.

In general we want a sampling distribution that is as close as possible to the corresponding parameter.
Consider a sample of size two from a population with probability distribution:

<table>
<thead>
<tr>
<th>x</th>
<th>0</th>
<th>2</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>p(x)</td>
<td>0.25</td>
<td>0.5</td>
<td>0.25</td>
</tr>
</tbody>
</table>

For some other distributions we can also get the sampling distributions from our previous results.

Consider $X_1, X_2, X_3, \ldots, X_n$ from a normal distribution. How do $\mu$ and $\sigma^2$ behave?

One way of avoiding the complex mathematics for other distributions is to use simulation to estimate the sampling distribution based on our current parameters.

This is the idea behind the parametric bootstrap.
8.4 – Method of Moments

One of the major ways of getting estimates of parameters is related to what we proposed with the normal distribution.

Use a number of moments equal to the number of parameters that need to be estimated.

In this case though we get a slightly different answer for the normal distribution.

Now consider a Gamma distribution.

\[ \mu = \alpha / \lambda \]
\[ \sigma^2 = \alpha / \lambda^2 \]

But how would these estimates behave?