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SUMMARY

We derive a closed form expression for the likelihood function of a Gaussian max-stable process indexed
by R at p <d + 1 sites, d > 1. We demonstrate the gain in efficiency in the maximum composite like-
lihood estimators of the covariance matrix from p =2 to p =3 sites in R?> by means of a Monte Carlo
simulation study.

Some key words: Composite likelihood; Extreme event; Multivariate index; Pairwise and triplewise inference; Spatial
statistics.

1. INTRODUCTION

Max-stable processes (de Haan, 1984) have received sustained attention in recent years because of their
relevance for studying extreme events in financial, environmental and climate sciences. In a seminal unpub-
lished University of Surrey 1990 technical report, R. L. Smith defined Gaussian max-stable processes,
where all margins follow a unit Fréchet distribution, in view of modelling spatial extremes. However, a
closed form expression for the joint cumulative distribution function of the process Z was provided only
for two spatial sites x1, x, € R?,
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where @ denotes the univariate standard normal cumulative distribution function, «?= (x, —
x)"E 7 (x; — x2), and = € R?*2 is the covariance matrix with variances 0’121 and 0222, and correlation p.
The square roots of the eigenvalues of X control the range of the spatial dependence.

de Haan & Pereira (2006) proposed a consistent and asymptotically normal estimator for the param-
eters in X based on a simple relationship between ¥ and a well-known pairwise extremal dependence
coefficient; see the definition at the end of §2-1. Their approach starts from a sequence of independent
replications of a stochastic process U which is in the domain of attraction of a max-stable process Z. Then
they estimate the extremal coefficient nonparametrically from the tails of the empirical two-dimensional
marginal distributions of U at each pair of locations. Recently, Padoan et al. (2010) introduced the pairwise
composite likelihood approach (Lindsay, 1988; Cox & Reid, 2004; Varin & Vidoni, 2005; Varin et al.,
2011) for inference in Gaussian max-stable processes. Unlike de Haan & Pereira (2006), their approach
considers the max-stable process Z directly instead of U.

In this note, we derive a closed form expression for the likelihood function of a Gaussian max-stable
process atsitesx; € RY (j=1,..., p), p<d + 1,and d > 1. This allows for inference based on triples in
spatial R?, on quadruples in spatial or space-time R* and on quintuples in space-time R*. As a by-product,
we obtain a simpler expression than Padoan et al. (2010) for the pairwise probability density function
of a Gaussian max-stable process indexed by R?. We demonstrate the gain in efficiency in the maximum
composite likelihood estimators of ¥ from p = 2 to p = 3 sites in R? by means of a Monte Carlo simulation
study. For p > d + 1 sites, we show that a representation of type (1) does not exist.
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2. MAIN RESULTS
2-1. Joint cumulative distribution function
Let z=(z1,....2,)" €R” and V(@) ={c{"(2).....c/\(2). ¢/ \(@).....cY @) eR (j=
1,..., p), where ck’)(z) (O —x0) =7 ;= xp) /2 — 1og(z]/zk) (j,k=1,..., p), and the covariance
matrix ¥ € R?*? is positive definite.
Based on the Poisson process approach of constructing a max-stable process in R. L. Smith’s unpub-

lished University of Surrey 1990 technical report, the joint cumulative distribution function of a Gaussian
max-stable process is

F@)=pr{Z(x)) <zi1,...,Z(xp) <zp} =e€xp {— “max {M}dx],
= V4 i

where ¢,(-; ) denotes the probability density function of a d-dimensional Gaussian distribution with
zero mean and covariance matrix X. Let ®,(-; ¥) denote its cumulative distribution function. Consider
the d-dimensional Gaussian random vectors ¥; ~ Ny (0, ) (j =1, ..., p), assumed to be independent of
each other. Then we have

i
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where /(-) denotes the indicator function.

Define the matrices X = (x1,...,x,) € R9*P and X_j=X\x; € R9*(=D  the matrix X without
the column x;. Consider the matrix ) = (x;17_, — XA,j)TE_l(lej,f1 —X_;) e RP=Dx=D (j =
I,...,p),wherel,_;=(1,...,1)T e R?~!. The matrix £/ is invertible provided the d x (p — 1) matrix
x;1, | —X_; has full rank. Geometrically, this holds if and only if the simplex defined by the sites
X1, ...,x, does not degenerate, that is, it cannot be contained in any (p — 2)-dimensional space. For
p >d + 1 sites, £V is not invertible. For p <d + 1 sites, certain configurations of the sites xi, ..., x,
may also yield non-invertible £ matrices.

When p <d + 1 and £ is invertible, we have from (2) that

F(z)=exp{ — / 1(U(j)§ E(_/’))dv(j)
= Zj —L(/)(Z)
» 1 . ‘
=Y = 0pi{cV @ V)
j=1 ZJ
=exp{—V(2)}, 3)
where v = (v, ..., Viol, Vjgls .., Up)T € R?~!. The novelty is the representation (3) for p > 2. For

p =d =2, expression (3) reduces to (1). The exponent measure function V' (z) defined by (3) describes
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the dependence among the different sites. The extremal coefficient V'(1,) €[1, p] summarizes the
degree of dependence between the maxima, ranging from total dependence, V'(1,) = 1, to independence,
V) =p

2-2. Joint probability density function

In order to derive the joint probability density function of a Gaussian max-stable process, we need
the expressions for Vj;, ;,...i,1(2) = 3V (2) /(0z;,0z;, - - - 9z;,). To derive these partial derivatives, we use
the following formula for x = (x], x3)" € RY, x; e RY, x; € R%, d| + d, = d, with corresponding block
decomposition of X:

0 _ _
gcbd()ﬁ %) = ¢, (x15 £11) Dy, (02 — o Ztw; Ton — T 21 Za). “4)
1

The explicit expressions for V; ;,....;,1(z) are derived in the Appendix.
From F(z) = exp{—V (z)}, we then have the joint probability density function for p =d =2:

f(@)= F(Z)( 1V [1.,2])(2)
=exp {—1d>{c“>(z); My — ic1>{c<2)(z); »@y
Z z
[1q> {c(l)(z) 2(1)}<D{C(2)(Z) 2(2)}+ ¢{C(1)(Z) 2(1)}:| (5)
21

The expression for the pairwise probability density function given by Padoan et al. (2010) can be further
reduced to the simpler form (5).
For p=3andd =2:

f@)= F(Z)< — V" Vo1 + ViViesr + ViaVoosr + VstV — Vs )(Z) (6)
where, fori + j k€ {1,2,3} and ') = (x; — x,)"S~'(x; — x3) fora, b € {j, k}:
1 @) ()
V[,-1(Z)=—;2d>z{c (2); =94,

Vin(z) = ——¢{c<’)()2<’§}d>{c,i”(z>— 20 @20 5 — (=020,

Vi (@) == $2{c?2): T,

i“]

For p>4 and d > p — 1, the likelihood can be computed by further differentiation of F(z) =
exp{—V (z)}. The resulting expressions become formidable yet they can be obtained symbolically with
a computer. The cases when d > 4 are not physically realistic for applications.

3. COMPOSITE LIKELIHOODS

Consider a parametric statistical model with probability density function {f(z;0),z€ ZCRX, 0 e
® C R?}, and a set of marginal or conditional events {A4; : A; C F,i € I C N}, where F is some sigma
algebra on Z. The log composite likelihood (Lindsay, 1988) is defined as

L(0)=" w;log f(z € A;; 6) (7)

iel
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where f(z € A;; 0) is the likelihood associated with the event A;, and {w;, i € I C N} is a set of weights.
For example, assuming equal weights, we may define the pairwise log composite likelihood as

N
0.(0) = Z Z log f(z", z{": 0)
n=1liZj
where zf") is the sample of the nth replicate at the ith site. Analogously, we may define the triplewise log
composite likelihood as
N
o= > log f". 2. 2" ).
n=li%j+k

Then 6 is called the maximum composite likelihood estimator if it is the global maximum of £.(0). In the
case of N independent and identically distributed observations zZO oz from the model f(z;0) on
RX with K fixed, under the usual regularity conditions, 6 is a consistent parameter estimator (Lindsay,
1988; Varin & Vidoni, 2005):

NY2(0 —6) — N, {0, HO) ' JO)H(6) ") (8)

in distribution as N — 400, where H(0) = E{—V?£.(8)} and J(0) = var{V£.(8)}. The pairwise compos-
ite likelihood method has been introduced for inference in Gaussian max-stable processes by Padoan et al.
(2010). However, to our knowledge, an efficiency study of the pairwise maximum composite likelihood
estimators is still lacking for the Gaussian max-stable process model. In §2, we have derived a closed form
expression for the likelihood function of a Gaussian max-stable process at sites x; € RY (j=1,...,p),
p <d+1,and d > 1. This allows a natural extension to triplewise composite likelihood inference and so
on. We study the gain in efficiency of the maximum composite likelihood estimates from p =2to p =3
sites in R? in the next section.

4. EFFICIENCY GAIN

We present a simulation study to investigate the use of composite likelihood methods for inference in
Gaussian max-stable processes. We compare pairwise with triplewise composite likelihood inference in
the spatial domain R? based on (5) and (6).

We randomly generate K site locations uniformly in the square [0, 100] x [0, 100]. We then simulate N
Gaussian max-stable process realizations at the sampled K locations using the SpatialExtremes package
in R (R Development Core Team, 2011). The multivariate Gaussian cumulative distribution function ®,,_,
in (3) can be evaluated numerically by means of the R or Matlab commands based on the algorithm by
Genz (1992); see also Genz & Bretz (2002, 2009).

We adopt five parameter settings for X to investigate the estimators’ performances under varying spatial
dependence structures. The true parameter values of ¥ are given in Tables 1 and 2. The square roots
of the eigenvalues of X for the first three settings are, respectively: (10, 10), (20, 20) and (30, 30), for
which the correlation is 0. They represent an isotropic short-, mid- and long-range dependence structure
on the [0, 100] x [0, 100] square. The square roots of the eigenvalues of X for the last two settings are,
respectively: (42-2, 26-8) and (13-3, 8.5), for which the correlation is 0-33. They represent an anisotropic
short- and long-range dependence structure on the [0, 100] x [0, 100] square.

For each setting, we calculate the sample means and the sample standard deviations of the maximum
composite likelihood estimates of ¥ based on 100 simulations. We also calculate the sample relative
efficiency between the triplewise and pairwise maximum composite likelihood estimates with the same
K and N.

Table 1 summarizes the mean of the pairwise and the triplewise maximum composite likelihood esti-
mates along with their sample standard deviations based on K =20 sites and a varying number N of
observations. Given the same number of sites and observations, the triplewise maximum composite like-
lihood estimates have more accurate parameter estimates with smaller biases and standard deviations than



Miscellanea 485

Table 1. Maximum composite likelihood estimation of X for a Gaussian max-stable process indexed
by R?: mean and standard deviations over 100 simulations. K = 20 is the number of locations. N is
the number of observations. r is the relative efficiency between the triplewise and pairwise maximum
composite likelihood estimates with the same K and N
N Pair Triple r Pair Triple r Pair Triple r
o1 =10 o2 =10 p=0
5 10-9(2-46) 11-1(2-30) 095 11-0(2-75) 10-6(1-89) 0-46 0-10(0-25) 0-10(0-23) 0-88
10 10-4(1-58)  10-5(128) 070  10-4(1-56)  10-2(0-84) 029  0-05(0-17)  0-05(0-13) 0-65
20 10-1(1-14)  10-2(0-74) 044 10-2(1-11)  10-2(0-51) 022 0-02(0-13)  0-02(0-10)  0-65
50 10-1(0-77) 10-1(0-43) 0-34 10-1(0-73)  10-0(0-20)  0-08 0-01(0-10) 0-01(0-05) 0-22
o11 =20 o2 =20 p=0
5 217(526) 207(3:65) 045 21-8(5-11) 19-7(1-73) 010 0-12(0-25)  0-06(0-16)  0-39
10 20-8(3-99) 20-1(1-85) 021 21-5(3-98) 19-9(0-88) 0.04 0-08(0-21) 0-03(0-12) 029
20 204(283) 20-1(1-01) 013  20-8(2:90) 19:9(0-57) 0.04 0.04(0-16) 0-01(0-06) 0-13
50  202(1-72)  20-0(0-16) 001 20-1(1-71)  20-0(0-23) 002  0-02(0-10)  0-00(0-01)  0-02
o11 =30 o7 =30 p=0
5 33.6(948) 30-3(4-84) 023 33.1(9:38) 29-1(2:86) 009 0-08(0-22) 0-04(0-14)  0-40
10 31-8(728)  29-8(3:33) 020 31-6(5-95) 29-4(1.52) 0.07 0-03(0-18) 0-01(0-10) 0.31
20 31-1(5-16) 29-7(1-50) 0-08 30-8(4-:21) 29-6(1-02) 0-06 0-05(0-15) 0-00(0-06) 0-14
50 302(2-82) 29:9(0-62) 005 30-3(2:84) 29:9(0-53) 004 0-02(0-11) 0-00(0-02) 0-03
o11 =40 oy =30 p=0-33
5 46.0(13-6) 43-3(9-85) 049 35.0(8-39) 30-3(3-46) 0-13  0-36(027) 0-37(0-18)  0-47
10 41.7(791)  40-5(4-93) 038 32.56-17) 29-7(1.92) 009 031(0-21) 0-33(0-12)  0-31
20 41-6(6-10) 40-4(2-82) 020 31.03-97) 29-8(0-89) 0.05 0-30(0-15) 0-34(0-06) 0-14
50 41.0(3-92) 40-1(0-41) 0-01 30-5(2-89) 30-0(0-22) 0-01 0-33(0-11)  0-34(0-02) 0-03
o1 =12-6 o7y =95 p =033
5 138326) 14-03:13) 097 11-53-27) 10:9247) 054 0-36(0-29) 0-39(0-24)  0-70
10 12.9(2:25) 13-2(2-08) 091 10-1(1-81) 10-0(1-33)  0-55 0-31(0-25) 0-37(0-18)  0-55
20 12-7(1-38)  13-0(122) 083  9-8(1-15)  97(0-77) 047 0-31(0-17) 0-35(0-12) 0.47
50  12.7(0-92) 12.9(0-71) 0-65  9-6(0-70) 9-5(0-27)  0-16  0-31(0-11)  0-34(0-05) 0-20

the pairwise counterparts. For example, the triplewise maximum composite likelihood estimates based on
N =10 observations have comparable or even smaller biases and standard deviations than the pairwise
maximum composite likelihood estimates based on N = 20. Overall, the efficiency gains from pairwise to
triplewise maximum composite likelihood estimates are large; the relative efficiency ranges from 1 to 97%
in this simulation study. In particular, we observe higher efficiency gains in the case of stronger spatial
dependence or larger sample size N. The reason is that triplewise composite likelihood is able to borrow
more spatial information to infer spatial extreme dependence. The parameter estimates under both meth-
ods are significantly improved as N increases, which is expected considering the asymptotic theory in (8)
as N — +o0.

It is also of interest to consider the case where N is fixed and K increases. However, the asymptotic
theory for the composite likelihood inference in this case is much more challenging, especially under the
infill asymptotic framework, and we are unaware of the existence of a rigorous theoretical investigation
of this. Below, we examine the performance of the maximum composite likelihood estimators using a
simulation study with an increasing number K of sites.

Table 2 displays the mean of the pairwise and the triplewise maximum composite likelihood esti-
mates along with their sample standard deviations based on N =2 and an increasing number K of sites.
We again observe substantial efficiency gains from pairwise to triplewise maximum composite likelihood
estimates. As K increases, we observe smaller biases and standard deviations for both approaches. How-
ever, the number K of sites does not impact the pairwise estimation results as much as the triplewise esti-
mations, especially in the case of strong spatial dependence. Again, this suggests that triplewise composite
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Table 2. Maximum composite likelihood estimation of X for a Gaussian max-stable process indexed
by R?: mean and standard deviations over 100 simulations. K is the number of locations. N =2 is
the number of observations. r is the relative efficiency between the triplewise and pairwise maximum
composite likelihood estimates with the same K and N
K Pair Triple r Pair Triple r Pair Triple r
o11 =10 o2 =10 p=0

10 289(29-6)  22.6(20-34) 047 27-5(26:09) 26:3(25-71) 0-94  0-32(0-48)  0.28(0-46) 0-89
20 13-0(5-77)  12.9(4-65) 069  13-1(6:05)  12.0(4-44)  0-51 020(0-36) 0-19(0-34) 0-86
30 11-7(3-88) 11-1(2-.95) 0-55 11-8(4-07) 11.03-:35) 062 0-16(0-31) 0-13(0-24) 0-64
50 11.2(3-48)  10-0(1-52) 017  11.33-11)  10-3(1-38)  0-18  0-12(0-26)  0-05(0-17)  0-37

011 =20 o2 =20 p=0
10 33.2(22-30) 29-5(18-22) 0-63 34-1(21-46) 29-6(17-34) 0-60 0-25(0-40) 0-23(0-36) 0-83
20 25-0(10-10)  22-9(8:69) 0-67 26-9(11-16)  21-9(5-88) 022  0-14(0-29) 0-13(0-24) 0-74
30 23-3(8-22) 20-6(4-88) 031  24.9(8.93) 20-5(4-31)  0-18 0-13(0-26) 0-04(0-16) 0-32
50 23-2(7-14) 19-6(2-62)  0-12  23-7(7-76) 19-4(2-:23)  0-07 0-13(0-25) 0-03(0-12) 0-18

o11 =30 oy =30 p=0
10 48-2(24-77) 39:9(17-62) 0-43  43-6(22-01) 37-0(15-33) 0-42 0-24(0-38)  0-20(0-35) 0-80
20  40-0(18-34) 34-4(13-55) 046 38-2(15-61) 30-5(6-90) 0-16 0-19(0-33) 0-15(0-27) 0-65
30 38:9(15:97)  30-3(798) 0-19 36-7(13-11)  30-1(5-89) 0-16 0-19(0-32) 0-07(0-20) 0-33
50  38:5(14-71)  28-4(4-12)  0-07 36-8(12-53)  29-2(4-45) 0-10 0-19(0-33) 0-04(0-17) 0-22
o11 =40 oy =30 p=0-33
10 57.2(25-15) 52:5(21-77) 0-68  48-2(22-2)  38-2(14-32) 0-33  0-43(0-38) 0-44(0-32) 0-71
20 54-8(22-61) 50-2(20-60) 0-72  41-5(16-1)  33-6(10-21) 0-30 0-41(0-35) 0-46(0-29) 0-76
30 53-4(21-98)  40-2(9-61) 0-14  41-0(15-1) 30-2(6-14)  0-11  0-43(0-35) 0-36(0-23) 0-41
50 53-2(20-83)  38-6(8:38) 0-12  41-3(144) 29-1(5-11)  0-08 0-43(0-35) 0-35(0-20) 0-31
o011 =12-6 027 =9-5 p=0-33
10 17-8(7-20) 17-6(7-22)  0-98 15-0(6-71) 14-8(6-69)  0-97 0-35(0-42) 0-31(0-42) 0-96
20 16-1(5-56) 16-0(5-47) 097 13-3(5-22) 12-7(4-72) 078 0-38(0-36) 0-41(0-35) 0-99
30 15-3(5-00) 14-5(4-97)  0-88 12-6(4-62) 11-03-70)  0-52  0-36(0-33)  0-39(0-27) 0-67
50 15-0(4-28) 12-7(2-:21)  0-20 11-6(3-75) 10-0(2-16)  0-27  0-35(0-30)  0-35(0-19) 0-43

likelihood inference can take more spatial information into account. Although both approaches appear to
produce nonnegligible biases and large standard deviations when K is small, triplewise inference is still
better than pairwise.

5. DIscuSsSION

For p > d + 1, the representation (3) is not valid. Nevertheless, the cumulative distribution function
F(z), and therefore also the exponent measure function V' (z), can be evaluated through Monte Carlo
simulations based on:

Y% Vi +x; — xS :
pr $a(¥: %) > max $ally ) = xii X) =pr{YTE‘1(xf —x0)>—c (@), k=1,....p, k=|=j}
z; k+j Z J ’

P
= [ aim) 1] t{y= =+ ") > 0}y

k=1 k%

P
| I I{YTE—‘(xj—xk)+c,ﬁf’(z)>o},
k=1, k=
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where ¥ ~ N;(0, ). Unfortunately, the evaluation of the probability density function f(z) by numerical
partial differentiation of order p of F(z) seems infeasible for p > d + 1. Moreover, the maximization of
the resulting likelihood function would add yet another level of difficulty.

When the margins do not have a unit Fréchet distribution, the bijective transformation defining the
generalized extreme value distribution can be used easily to modify the likelihood function.

Further efficiency gains can be obtained by selecting appropriate unequal weights in (7). For instance,
setting dummy weights to exclude distant pairs for spatially/temporally correlated observations may
improve the efficiency of the pairwise composite likelihood (Davis & Yau, 2011; Varin et al., 2011).
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APPENDIX
Derivation of the joint probability density function
Using (3), (4), and the convention @, = 1, we have

Vo )—Z 1 99, {c(-f)(z); 2(_/‘)} 19D, {c(”(z); E(i)} 1
=)= ZiZj acfj)(z) ZZ ac;i)(z)

i

®, {c(i)(z); E(i)}

i

1 . . G . . .
= Lizj¢{c§”<z>:25;’,-)}%-2 {a-clyd @izl -2yl 2}
-

1 : . ) -
2 {P@zl e, {e-El e ers: s - el el /2 }]
1 . .

— 31 {cV@: 27},

where ¢ () =cP(2)\c"(2), TV, =( —x)'= Ml , — X ), and =Y =(xll, -
X_ )" =7 (10, — X_j)) in which X_g;=X\(x;,x;). Using the fact that BV =%,
Eg = -39 »_Eﬁf) Zf’jj,E;flj+Eszi_E(')l = 31,5, it follows that

o {c@: )} = Giszpe {20},

/E(Z) 2(/) ; (2(])) 2(])

i,—i

/E(J)

i1

(@) (@) (@)
E—J —J (2 ) 2:1 =J

C(i}(Z) _ (Ej(l) )T (l)(Z)/E(l) _c(j)(z) (E(J) )T (j)(Z)/E(j).

Therefore, the expression for V;1(z) simplifies to
1 . )
Vin@) = =5 ®p- {P(@); =P} .

Denote (ia, ..., i), k < p, by A. It follows that

Hiisei(3) = =———— i1 {2 25}
Ziy H/ lZl/

x @, 4 {E) = LD EL T @ B0 - CL0TE0 T L)
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where cff“)(z) = {cfﬁ‘)(z), o cl.(z‘)(z)}T, cgﬁt(z) = c("‘)(Z)\Cg\I)(Z), Eff\],)_A =1, —Xa)'=!
Gl —X_)and B =010, — X_ "2 (1%, — X_4) in which X4 = (x;,. ..., x;) and
X_ 4 =X\(x;,, X 4). In particular, the pth order cross partial derivative of V' (z) is
1 , .
Vi2,.01(2) = = ———p-1 {cV(2); 2V}
Zillj=17%;
REFERENCES

Cox, D. R. & REID, N. (2004). A note on pseudolikelihood constructed from marginal densities. Biometrika 91,
729-37.

Davis, R. A. & Yau, C. Y. (2011). Comments on pairwise likelihood in time series models. Statist. Sinica 21,255-77.

DE HaAN, L. (1984). A spectral representation for max-stable processes. Ann. Prob. 12, 1194-204.

DE HaaN, L. & PErEIRA, T. T. (2006). Spatial extremes: Models for the stationary case. Ann. Statist. 34, 146—68.

GENz, A. (1992). Numerical computation of multivariate normal probabilities. J. Comp. Graph. Statist. 1, 141-49.

GENz, A. & BRrETZ, F. (2002). Methods for the computation of multivariate t-probabilities. J. Comp. Graph. Statist.
11, 950-71.

GENz, A. & BRrETZ, F. (2009). Computation of Multivariate Normal and t Probabilities. Berlin: Springer.

Linpsay, B. G. (1988). Composite Likelihood Methods. In: Statistical Inference from Stochastic Processes, Ed. N. U.
Prabhu, pp. 221-39. Providence, RI: American Mathematical Society.

PapoaN, S. A., RIBATET, M. & Sisson, S. A. (2010). Likelihood-based inference for max-stable processes. J. Am.
Statist. Assoc. 105, 263-77.

R DEVELOPMENT CORE TEAM (2011). R: A Language and Environment for Statistical Computing. Vienna, Austria: R
Foundation for Statistical Computing, ISBN 3-900051-07-0.

VarIN, C., REID, N. & FirTH, D. (2011). An overview on composite likelihood methods. Statist. Sinica 21, 5-42.

VariN, C. & Viponi, P. (2005). A note on composite likelihood inference and model selection. Biometrika 92,
519-28.

[Received May 2010. Revised February 2011]



