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ABSTRACT 
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1. INTRODUCTION 

Perturb an n X n Jordan block by order E mathematically or through 
rounding errors on a computer, and typically the eigenvalues split up into a 
ring of radius O(el/n >. This paper studies the nontypical behavior. We stifle 
the matrix’s ability to form large eigenvalue rings by only allowing perturba- 
tions that are upper k-Hessenberg, meaning a matrix containing exactly k 
subdiagonals below and including the diagonal. The obvious question to ask is 
what is the typical behavior under this assumption. The result we will show is 
that the eigenvalue perturbations will then follow the greediest possible 
pattern consistent with forming no rings bigger than k. We then generalize 
and examine some multiple Jordan block cases. 

Our interest in this problem came from a perturbation study of Ruhe’s 
matrix [5] using the qualitative approach proposed by Chatelin and Frays& 
[4]. We found that nongeneric behavior occurred some small percentage of 
the time. Chatelin and Frays& themselves point out in one example [4, p. 
1921 that only 97% of their examples follow the expected behavior. We also 
became interested in this problem because we wanted to understand how 
eigenvalues perturb if we move in some, but not all, normal directions to the 
orbit of a matrix with a particular Jordan form such as in Arnold’s versa1 
deformation [l, 61. Such information may be of value in identifying the 
nearest matrix with a given Jordan structure. Finally, we point out that the 
??-pseudospectra of a matrix can depend very much on the sparsity structure 
of the allowed perturbations. Following an example from Trefethen [9], if we 
take a Jordan block J and then compute in the presence of roundoff error, 
A = Q’JQ, where Q is a banded orthogonal matrix, then the behavior of 
11 Ak 11 is quite diff erent from what would happen if Q were dense. 

It is generally known [2, p. 109; 7, p. 651 that if a matrix A is perturbed 
by any matrix EB, then any multiple eigenvalue splits into rings, and their 
expansion in E is a Puiseux series, since it is a branch of the solution of a 
polynomial with analytic coefficients. Unfortunately, the classical references 
give little information as to how the eigenvalues split as a function of the 
sparsity structure of the perturbation matrix. Without loss of generality, we 
will focus on one multiple eigenvalue. Associated with any perturbation B, 
we may define a partition m(B) which contains the sizes (numbers of 
eigenvalues) of the rings.’ 

’ The size of a ring is called its “period” in [7, 21. Th e ei g envalue functions of E in the same 
ring constitute a “cycle” in the terminology of these references. 
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We can quickly summarize most of what is known about the Puiseux 
series. If A is a single Jordan block of size n, then Z-(B) is almost always {n}. 
This happens if and only if the lower left element is nonzero. For more 
complicated Jordan structure (say A is a nilpotent matrix), r(B) is almost 
always the Segre characteristics of A, i.e., the sizes of the Jordan block 
structure of A. Lid&i explicitly determined the coefficients of the first order 
term, and Newton diagram approaches may also be used (see [S] for a 
discussion). 

We used the words “almost always” in the above paragraph. There is an 
algebraic variety on which different behavior occurs. An ideal mathematical 
treatment would conveniently categorize all possible behaviors as a function 
of the perturbation B. This is a very difficult open problem. The only result 
of which we are aware is given by Burke and Overton [3] and Moro, Burke, 
and Overton [8]. The former studied when perturbations only yield periods of 
size 1 and 2 as part of a study of when the perturbations fall to one side, and 
the latter studied the first order perturbations under generic conditions and 
addressed some nongeneric situations. 

Our approach is to try to identify classes of nongeneric situations where 
we can explain the typical behavior. We set up hypotheses on the structure of 
the perturbation, thereby creating nongeneric perturbations. We then ask 
what is the generic behavior of the eigenvalues given these hypotheses. (To 
be more precise, unless the perturbation satisfies certain algebraic conditions, 
the behavior occurs.) 

In Section 2 of this paper we explore the case when A is a single Jordan 
block and B is upper k-Hesseberg. For example, suppose that we perturb an 
n X n Jordan block j with a matrix EB, where B has the form shown in 
Figure 1. Here k denotes the number of subdiagonals (including the main 
diagonal itself) that are not set to zero. If B were dense (Br, # 0), the 
eigenvalues of J + EB would split uniformly onto a ring of size n = 7 and 
radius O(E’/‘). However, if k = 4, we obtain one ring of size 4 with radius 
O(E”~) and one ring of size 3 with radius O(e’i3) as illustrated in Figure 2. 
Figure 3 contains a table of possible ring sizes when n = 7 for k = 1,. . . ,7. 

n 
k 

k 

FIG. 1. B is an upper k-Hessenberg matrix. 
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FIG. 2. Example rings for n = 7 and k = 4. We collected eigenvalues of 50 
different random J + e B, E = lo- “. The figure rep resents 50 different copies of one 
4-ring (small dots) and 50 copies of one S-ring (large dots). The two circles have radii 
10e3 and 10e4. If B were a random dense matrix, there would be only one ‘i-ring 
with radius 0(10-‘2/7). 

Our main result is that if a Jordan block of size n is perturbed by an 
upper k-Hessenberg matrix, then the eigenvalues typically split into [n/k1 
rings, where p = [n/k] of them are k-rings with radius O(E’/~), and if k 
does not divide n, there is typically one remaining r-ring with radius 
O(E’/~), where r = n mod k. Moreover, the first order perturbation of the 
pk eigenvalues in the k-rings only depends on the kth diagonal of B. 

In Section 3, we extend these results to the case of t equal sized Jordan 
blocks. We only concentrate on the case where all the t blocks have the same 
eigenvalue A, since it is well known (see [SJ) that the behavior of the 
perturbation on different eigenvalues splits. 
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ring size 

49 

k 

FK. 3. Table for one Jordan block of size T. The entries in each row are the 
number of rings of a given size when the perturbation is upper k-Hessenberg. 

Let J = diag[],, ]a,. . . , Jt], where the Ji’s are n X n Jordan blocks, and 
we conformally partition 

Suppose every Bij is an upper k-Hessenberg matrix. We will show in 
Theorem 2 that generically, the eigenvalues break into trn/k 1 rings, tp of 
them are k-rings, and the remaining t are r-rings if k does not divide II. 
Here, p and T have the same meaning as before. Again, the first order 
perturbation of the first tpk eigenvalues only depends on the k th diagonal of 

every Bij. 
For example, if 

J =57(h) @_/7(h), 
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so that n = 7 and t = 2, our block upper k-Hessenberg matrices have the 
form 

B= 

* * * * * * * 
x * * * * * * 

* * * * * * * 

o****** 
oo***** 
ooo**** 
oooo*** 
* * * * * * * 
* * * * * * * 

* * * * * * 
;****** 
OO***** 

ooo**** 
oooo*** 

* * * * * * * 
* * * * * * * 

* * * * * * 
;****** 
oo***** 
ooo**** 
oooo*** 
* * * * * * * 
* * * * * * * 
* * * * * * * 
0 * * * * * * 

(lo***** 

ooo**** 
oooo*** 

i.e., k = 3; hence r = 1. In this case, the eigenvalues of J + EB will split 
into four 3-rings centered at A with radii O( E ‘j3) and two l-rings centered at 
h with radius O(E). See Figure 4 for a list of possible rings when k = 1, . . . ,7 
and n = 7. 

ring size 

k 

FIG. 4. Table for two blocks: column index represents size of rings, and row 
index value of k. Entries are numbers of rings. 
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2. ONE BLOCK CASE 

Suppose that the Jordan form of J is simply one Jordan block. We assume 
that J = I,(O), which we will perturb with EB, where B has the sparsity 
structure given in Figure 1. 

DEFINITION 1. Suppose a matrix has k subdiagonals that are closest to 
the main diagonal (including the main diagonal), not zero. Then we call the 
matrix on upper k-Hessenberg matrix. 

DEFINITION 2. Suppose, for E sufficiently small, 

A. = A + cd/kwj + o(d/k J > 

for-j = 0, 1, . . . , k - 1 and c # 0. We then refer to the set {A,(E), . . . , hk(e)) 
as a k-ring. Here o = e2ri/k, and we refer to c as the ring constant. 

LEMMA 1 [7, p. 651. Let A be a multiple eigenvalue of J with multiplicity 
s. Then there will be s eigenvalues of J + EB grouped in the munner 
{A&), . . . , Als,(e)}, {A,,(E), . . . . Ass,(e)) ,..., and in each group i, the 
eigenvalues admit the Puiseux series 

for h = 1, . . . . si. Here wi = eeTi/‘s. 

Our Theorem 1 shows how the eigenvalues split into rings, and in 
Corollary 1 and 2 we analyze the ring constant c. The main idea of the proofs 
is that only certain terms in the characteristic polynomial of J + EB influence 
the ring constants. For the k-rings, we are interested in the terms from 
det(AZ -/ - EB) of the form Xq~ih”-~~ and no higher order terms in E. 
For the r-ring, we are interested in the O( E P+ ‘> term in det( A + E B) and 
the O(eP) term multiplying A r in the characteristic polynomial of A + AB. 
All of these may be viewed as determinants with entries removed or as 
bipartite matchings. 

The bipartite graph associated with an n X n sparse matrix A is a graph 
on n left vertices and n tight vertices such that nonzero elements aij are 
associated with an edge between left node i and right node j. We find it 
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Fro. 5. (a) Bipartite graph of Al - (J,, + EB) [where 1 = J,i(0)l. (h) Perfect 

matching defining E B,, 1 term. (c) Perfect matching defining A” term. 

convenient to associate terms in the determinental expansion of de@ AI - A) 
with subgraphs of the bipartite graph that are perfect matchings. 

A simple example where J = Jn(0) and B is nonzero only in the (n, 1) 
5. We call the set in the second column a laced entry is plotted in Figure 

section. 

THEOHEM 1. Let 1, B, n, and k be given as above. Let r be the 
remainder of n divided by k, i.e., n = pk + r, 0 < r < k. The eigenvalues of 
J + EB will then generically split into (a) p k-rings and (b) one r-ring if 
r # 0. 

REMARK 1. Here, generic means that (Ye from Equation (3) and y from 
Equation (4) are both nonzero. If only or1 z 0, we have p k-rings, but the 
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(4 (b) 

11 / 3 11 / 3 

n=ll k=5 
FIG. 6. (a) Bipartite graph of Al - J - EB. (b) Perfect matching with two laced 

sections. (c) Perfect matching with one laced section. 

r-ring is not guaranteed. Some pathological examples that violate the two 
generic conditions are given in Section 3. 

Proof. If B only has elements on the k th subdiagonal, it is easy to study 
the p k-rings. The situation is illustrated in Figure 6. Every term in the 
characteristic polynomial must correspond to a union of laced sections of size 
k and horizontal lines. We therefore have that 

&t[ AZ - (J + EB)] = A” + al~hnek + CY~E~A’-~~ + .-* +a P EPA’-“~, 

where 
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for i = l,..., p, and B, ,,,..., B, n-k+1 denote the elements on the k th 
diagonal of B. Therefore J + EB has r eigenvalues equal to 0 up to O(E”~) 
and p k-rings with radii the k th powers of the zeros of 

q(5) = ZF’ + qzp-’ + *.. +a,. 

Now if B is upper k-Hessenberg and we wish to study the O(e’lk) 
eigenvalues, only the lowest subdiagonal elements matter to first order. To 
see this, note that det[hZ - (J + EB)] h as no laced sections of size > k, and 
that any of size < k has too many A’s for dominant balance. Therefore, only 
the laced sections of size k remain. 

Alternatively this result may be obtained following the Lid&ii approach of 
letting A = pellk, =. = ??ilk, L, = diag[z-‘, .Ye,. . . , C”], R, = 
diag[l, z, . . . , zn-’ ] and studying the limit of L,( Z_GZ - J - zkB)R, as 
2 + 0. 

We now turn to the r-ring. Readers familiar with the Newton diagram [2, 
8] can easily see that one r-ring remains, because the Newton diagram 
consists of one line segment from (0, 0) to ( pk, p> and a second from ( pk, p) 
to (n, p + 1) when r z 0 (see Corollary 3 in [S]). Using the bipartite graph 
approach, it is easy to see that the typical term consists of p + 1 laced 
sections each of size at most k. This may also be obtained from a Lid&ii style 
argument as the determinant in Figure 7. ??

COROLLARY 1. The kth powers of the ring constants for the k-rings are 
the roots of q(z), where 

q(z) = ZI’ + cy,zp-1 + ..* +(Yiz+ + ... +a, (2) 

and 

(3) 

for i = 1,. . . , p, where Bk,l,. . . , B, n-k+1 denote the elements on the kth 
diagonal of B. So long as cx,, z 0, we bbtain the generic behavior described in 
Theorem 1. 

COROLLARY 2. The rth power of the ring constant for the r-ring is the 
root of 

ffpz + (-l)p+ly = 0. 
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FIG. 7. A picture of the effective matrix in Lid&i approach. The blocks with p’s 
on the diagonals have sizes r X r. The blocks with O’s on the diagonals have sizes 
(k - r) X (k - t-1. The x’s and w’s represent the original entries of the matrix B at 
the same position. Dotted lines represent a repetition of the format. 

Here, ayp is defined in Equation (31, and 

Y = CBi,,io+lBi2,il+l **’ Bip+l.i 1’ +I* (4) 

Bi,,iO+lr BiP,il+l~.**~ Bi,+,,i,+l are the entries of B in the x position of 
Figure 7, i, = 0, i,, 1 = n, and they satisfy 

r<im+l -i, <k (5) 
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0 1 2 3 4 5 6 7 8 9 10 
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FIG. 8. Newton diagram. 

f Of- 

m=0,1,2 ,..., p 

3. PATHOLOGICAL EXCEPTIONS 

When k > n/2, p = 1, the 9(z) in Corollary I is 9(z) = z + ol, where 
cry1 = -&, &,+k-l,I,. Therefore (pi z 0 is the generic case. In such cases, J. 
Burke and M. Overton [3, Theorem 41 gave a general result on the character- 
istic polynomial of A + EB: the coefficient of every term ehi is the sum of 
the elements on the (n - i)th subdiagonal for i = 0, 1, . . . , n - 1. From this 
theorem, if we assume that the last subdiagonal that does not sum to zero is 
the kth subdiagonal, for k > n/2, using a Newton diagram [S, 21 (see Figure 
8 for an example of a Newton diagram), it can be easily seen that the 
eigenvalues split into one k-ring and one (n - k)-ring. 

We can argue similarly for k < n/2. When (Y = 0, we generically lose 
one k-ring and the r-ring. Consider the Newton rYiagram: the (pk, p> point 
moves up and the whole diagram generically breaks into three segments, one 
with slope l/k of length (p - Ok, one with slope l/(k - 1) of length 
k - 1, and one with slope l/(r + 1) of length r + 1. This means it has 
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( p - l)k eigenvalues forming p - 1 k-rings, k - 1 eigenvalues forming one 
(k - l)-ring, and r + 1 eigenvalues forming an (r + l&ring. There are two 
special cases when this does not happen. One is when k - 1 = r + 1; then 
the last two segments combine into one segment. The other is when 
k - 1 < r + 1, which can happen when k = r + 1; then the whole diagram 
breaks into only two segments, the first one remains untouched, and the 
second one has slope 2/(k + r) and length k + r. When y in Equation (4) 
is zero, the r-ring will be lost. 

The following are three examples that violate the two generic conditions. 

EXAMPLE 1. n = g, k = 4, p = 2, r = 1 (see Figure 9): 

B= 

-11 1 -1 -14 22 2 -6 -13 -9 
-8 -2 2 -4 3 10 - 15 7 - 10 

4 -3 -1 -5 9 12 -1 -14 -1 
1 -7 17 18 7 -5 6 - 13 -24 
0 -1 16 8 6 9 1 -6 -7 
0 0 6 1 10 -2 16 - 15 - 14 
0 0 0 -3 13 -3 -3 6 3 
0 0 0 0 0 5 8 -3 6 
0 0 0 0 0 9 -8 - 13 1 

EXAMPLE 2. n = 5, k = 2, p = 2, r = 1 (see Figure 10): 

4 -6 -10 
-7 2 -7 8 

-17 -2 -1 . 

0 0 -3 -6 0 0 0 1 -4 I - 10 

x 1o-3 The k-ring 
5 

x lOa A (k-I)-ring 
5 

r 

* 

0 al * 

* 

x 10” An (r+l)-ring 
5 

x 10“ 

FIG. 9. Example 1: CX!, = 0; we lose one k-ring and the r-ring. The last k-ring 
becomes an (k - l)-ring, and the remaining r + 1 eigen+alues form an (r + 1).ring. 
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x10- Tha nn*ninp k-k 
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10-I A’rhp’tik+rpdnts Xl 
57 

0, 

-5- 
-5 0 

. 

. 

??

x lo* x104 

FIG. 10. Example 2: (Ye = 0; we lose one k-ring and the r-ring. The remaining 
k + r eigenvalues still spread evenly on a circle, but they do not form a ring. 

EXAMPLE 3. 72 = 5, k = 3, p = 1, r = 2 (see Figure 11): 

1 10 3 
-72 19 -6 

B= I -12 17 -9 
0 7 5 
00 1 

x lo-' me k-ring 
5 

-5 

-1 9 
-4 26. 

6 - 
5 1 10 

-6 - 10 

lo-” A ‘ring’ with r points 

?? ??

FIG. 11. Example 3: y = 0; the r eigenvalues still spread evenly on a circle, but 
they do not form a ring. 
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4. t BLOCK CASE (ALL B,,‘S ARE UPPER 
k-HESSENBERG MATRICES) 

We now study the case when the Jordan form of J has t blocks all with 
the same size n. We found the case when / has a Jordan structure of 
different size blocks too complicated for general analysis, though individual 
cases are easily examined. In this section, we only consider the admittedly 
special case where the perturbation matrix B has the block upper k-Hessen- 
berg form obtained by dividing B into n X n blocks and every Bil is an 
upper k-Hessenberg matrix. In this special case, we have 

THEOREM 2. Let 1, B, n, and k be gioen as abozje, and let r be the 
remainder of n dioided by k, i.e., n = pk + r, 0 < r < k. The eigenvalues of 
J + EB will then split into tp k-ring.9 and t r-rings $ r # 0. 

Proof. The proof follows closely that of Theorem 1, but we now imagine 
that B has only elements on the k th subdiagonal of each block. Every term 
in the characteristic polynomial must correspond to a union of possibly 
deformed laced sections of size k (see Figure 12) and horizontal lines. 

We therefore have that 

&t[ AZ - (J +eB)] = A”’ + al EA”‘-~ + ~~~~~~~~~~ + ... +a,,, ~l’fh”~-f’~‘, 

where instead of Equation (3) in Section 2, we have 

ai = (-l)‘c det4,,12,... I. 
I 

Here, B,,,, ,._.. 1 represents the matrix formed by extracting the entries at 
rows I, + R - I, I, + k - 1,. . . , 1, + k - 1 and columns I,, l,, . . . , li, with 
1 - 1. > k. Therefore J + EB has rt eigenvalues equal to 0 up to O( E’/ k), 
2 pt SC- . rmgs with radii the k th powers of the zeros of 

q(z) =z Pt + (Y1zPf-l + *.- +c$. 

Now if B has the block upper k-Hessenberg form and we wish to study the 
O(E’/~) eigenvalues, only the lowest subdiagonal elements matter to first 
order, for the same reason as in the proof of Theorem 1. 
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FIG 12. (a) Bipartite graph of AI - (J + EB). (b) Perfect matching with two 

laced sections of size 4 contributing to ??2A2 term. (c) Perfect matching with two 
deformed laced sections of size 4 contributing to ??2A2 term. 

Alternatively, this result may be obtained following the Lid&ii approach 
of letting A = pellk, z = ??ilk, 

L, = diag[diag[ Cl, C2, . . . . =;Cn] ,..., diag[=.-‘, =.C2 ,..., Z-“I], 

R, = &ag[diag[L, Z, . . . . zn-‘], . . . . diag[l, z ,..., z~-‘]] 

and studying the limit of L,( /.~uzZ - J - zkB)R, as z + 0. 
We now turn to the r-rings. Although the Newton diagram approach can 

not be applied in an obvious way here, with the bipartite graph approach or 
the Lid&i approach it can be seen that the typical terms consist of tp + i 
possibly deformed laced sections each of size between r and k, with 
i = 0,l >..., t. ??
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COROLLARY 3. The kth powers of the ring constants for the k-rings are 
the roots of 

4(z) = ZPt + (ylzP’-l + (yqzp’-2 + . . . +(YizIlt-i + . . . +(y,,, 

with 

l&3-f? B11.L2,... I represents the matrix formed by extracting the entries at 
rows 1, + k -‘i, 1, + k - 1,. . . , lj + k - 1 and columns I,, l,, . . . , li, with 

'j+ I - lj > k. So long as cxpt # 0, we obtain the generic behavior de,xribed 
in Theorem 2. 

COROLLARY 4. The rth powers of the ring constants for the r-r&q are 
the roots of 

where 

Yi = (-l)‘Jt+i C det Bl,l,r,,/d ,_.., l,,,,, 

with 

for i = 0, 1,. . . , t. Here, B,,) 1, l ,, 1 . , 2, pi+, represents a matrix obtained by 
extracting the entries on rows l,, 1,) . . . ,I t + i and columns l,, + 1, 1, + 
1 *.> l,,+i_, + 1 from the matrix formed 
tlL diagonal and with p’s and 

J y repeating Figure 7 t times on 
- l’s replaced by O’s on the offdiagonals, and 

we have I,, = 0, I,,,, = nt. 

5. t mom CASE (EVERY Bij Is AN UPPER K,,-HESSENBERG 
MATRIX) 

When the number of subdiagonals in each BiJ differs, the situation 
becomes much more complicated, and the general problem remains open. 
We have some observations in two special cases. Let Kij be the number of 
subdiagonals of Bij for 1 < i, j < n, i.e., Bij is an upper Kii-Hessenberg 
matrix. 
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THEOREM 3 

Case 1: Let K,,, = maxtKij). If we can find t Kij’s equal to K,,, such 
that no two of them are in the same row or column, then the result from 
Theorem 2 holds upon taking k = K,,,. 

Case 2: If we can find t numbers Kiti,, KiZjz,. . . , Kid,, all > n/2, such 

that KiSiS > Kial and KiS ,S > K,, for any 1 and m, s = 1,. . . , t, and i, # is<, 

j, +.i,, when s z s’, k t en ] + EB has Ki9 j, eigenvalues that form one 
KiSj,-ring for s = 1, . . . , t. The remaining n - KiTjx eigenvalues form an 
(n - K,SjS)-ring for s = 1,. . . , t. 

Proof of Case 1. Simply replace all the K, ,‘s with K,,, and notice that 
the proof of Theorem 2 is still valid with k rep aced by K,,,, with the same I 
genericity condition. ??

Proof of Case 2. Suppose all Kiti,, Kids,. . . , Kijl are obtained from the 
matrices on the main block diagonal and the matrices on the off diagonals are 
all zero matrices; then the results hold obviously. Now assume the off 
diagonal matrices are the ones satisfying the conditions in case 2. The way to 
change the Newton diagram is through getting a new nonzero term from the 
off diagonal elements, which is not possible in this case. The result still holds 
without the assumption that KiJI, Kid., . . . , Kij, are obtained from the main 
block diagonal matrices: notice that we still get the same nonzero terms 
generically from those off diagonal matrices where the Kilj,, Kid,, . . . , Ki,j, 
instead come from diagonal matrices. ??
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