Using R Commander to do a Simple Linear Regression
First, the data must be saved in a data set.  There should be at least two numerical variables (one of which will be the dependent variable and the other the independent variable) in the data set.

Go to the Statistics -> Fit models -> Linear regression  menus.  For “Response Variable”, choose the variable that represents your dependent variable.  For “Explanatory Variable”, select the variable that is your independent variable.  Click OK.
The summary table with the estimates, standard errors, t-statistics, and P-values should print in the Output Window of R Commander.  In addition, it prints the square root of the MSE of the regression (“Residual standard error”), and the R2 (which is the square of the correlation coefficient r).

To check the constant-variance and normality assumptions for the data, we could go to Models -> Graphs -> Basic diagnostic plots  in the menus.  The residual plots should pop up in a separate graphics window (within the RGui tab in Windows).  The top two plots are of interest  -- the “Residuals vs. Fitted” shows whether we have constant variances and points out any outliers (if any), and the “Normal Q-Q” plot is used to check the normality assumption.
To get a CI for the true slope, go to  Models -> Confidence Intervals  in the menus.   Just specify your confidence level and click OK.

To see a scatterplot of the data (with the least-squares line overlain on the plot), go to Graphs -> Scatterplot  in the menus.  Highlight the appropriate “x-variable” and the appropriate “y-variable” and leave only “least-squares line” checked in the options.  Click OK.  The scatterplot should pop up in a separate graphics window (within the RGui tab in Windows).  

Another (similar) scatterplot can be obtained by Graphs -> XY Conditioning plot in the menus.  

To calculate the correlation coefficient between two variables, go to Statistics -> Summaries  -> Correlation Test  in the menus.  Hold down the left mouse button and drag the cursor over the two variables to select them.  Click OK.  Some output will appear, and the number at the very bottom of the output is the correlation coefficient.  Note that you can get the correlation similarly via Statistics -> Summaries  -> Correlation Matrix  in the menus.
