
 

IHIERARCHICALMODEIWhe.cnconsidering two r.us X and Y We may in some
situations possess insight about the conditional distribution
of XIX and the marginal distribution of X while
we may in the end be primarily interested in
the marginal distribution of Y Such is an occasion
for hier of which we will discuss some examples

Poisson Binomial hierarchical modelo

het X customers entering a store in a day
Y customers who will make purchases in the store in a day

Suppose it is Y in which we are primarily interested

We might assume the following hierarchical model for Y

YIX Binomial X p and X Poisson a

This model assumesthat the number Y of customers who make
purchases depends upon the number X of customers
to enter the store such that each of the X customers
to enter makes a purchase with probability p and the
customers act independently Moreover the number of
customers to enter the store is assumed to have the
Poisson la distribution

The marginal pint of Y is obtained by
lil finding the joint pmt of X andY

Ci summing this over all values of X

We have the conditional and marginal pants
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giving the joint punt product of the conditional
L and marginal pints
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b the marginal pint of Y is
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So the marginal distribution of Y is the Poisson pa distribution

Therefore we have EY pa and Vary p7

The following results can make it easier to compute unconditional
expected values and variances particularly in the context of hierarchical
models

Thug For any r.us X and Y

a Er EHEM
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provided that the expectations exist

Pri i Suppose X and Y are continuous iv s
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For Y discrete replace pdfs with pants and integrals with sums
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Poisson Binomial hierarchical model revisited

het FIX N Binomial X f and X Poisson a

Then 4 Xp and Var 4 XpCl p
and E X X and Var X 2

So we get EY E ELY E Xp p EX px
and Vary F Warfield t Var EEN
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BetaBinomial hierarchical model

Suppose Y free throws made out of n attempts of
a randomly selected spectator at a basketball gamehet P the free throw success rate of a randomly
selected spectator

We might assume the following hierarchical model for Y

YIP v Binomial n P and Pv Beta la ß
look

we can find the mean and jfi EE m.at
Variance of 4 as follows spectatorshave success rat

lessthan
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The marginal pint of Y is given by
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This is indeed a pmt sums to Z over yo n it is the pmt
of a distribution called the Beta binomial distribution

Normal randomeffects model

Suppose Y is the score on a standardized test of a randomly
selected pupil in the U.S Suppose A is the averagetest score at the school of the selected pupil

Then we might assume the following hierarchical model for Y

41A Normal A E and f Normal MA
Assumethatpupils scores Assume that school averages
are Normally distributed are Normal with meangtabouttheir school average and variance 02A
with variance r

Then the expectation and variance of Y are
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This hierarchical model for Y allows us to decompose the var

in ci atoz.among
pupils at a given school 5 and that behIeIß



The marginal pdf of Y is given by
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te In this example we found tyler by doing these steps
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Writethe joint pdf as the product ofthe

conditional and marginal pdfs

JUNTA day Rearrange to get a function of only Y
glay h y da

times a function of a and y

Take the function of only y outsidehey glay da the integral

c Adjust constants changing g h to g hlily glas da so that
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MULTINOULLI DISTRIBUTION AND MIXTURE OF GAUSSIANS

In order to present the next hierarchical model we need
to introduce the Multinoulli trial which is an extension of
the Bernoulli trial that allows more than two outcomes

A Multinoulli trial is an experiment in which there am K outcomes

occurring with probabilities p Pk where Ethel
Recall the Bernoulli trial in which there are two outcomes

called success and failure which occur with probabilities p and I p

Let the r.us X X encode the outcome of a multinoulli trial as

if outcome k occurs
for k L K

o otherwise

Then X has the Multinoulli k distribution and the
joint pmt of Xi XD is given by

K
tha p fi ICH 4 c AB 4 D

Tonly one of
Support of X X mayegal 2

E A customer redeems coupon for 2 ice cream with probability 44
2 French fries with probability 2 4
3 a donut with probability YI

bet 4,4 3 be the triplet of r.us

if ice cream
x if Frenchtries

4,0 D if a donut

Then pl o.o 44 Plo i o Plo o D
We have for X XD Muttinoull p that the
marginal pmt of X is
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so the marginal distribution of Xp is the Bernoulli ph dist torkel sk



Moreover Carlin Xp
Patti it bitte

Pall Pn ifkti.noifk k

The Normal distribution is also called
Mixture of Gaussians the Gaussian distribution after CarlFriedrichGauß

If we believe a nr Y has a pdf with
multiple modes local maxima we might assume that
the pdf is composed of several densities added together

KH

f
y

We might assume the following hierarchical model for Y
K K

414 XD Normal Extern Xnt
for some µ K of pk with

X gl k MuHinoulli p tsk

so Yt Xi has the Normal Mk r distribution if Xvi
i e if outcome k occurs

Then the expectation and variance of Y are
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A linear combination
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The marginal pdf of Y is given by
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LTINOMIAL DISTRIBUTION1
Just as we build a Binomial ng r.v.by defining it as
the number of successes in n independent Bernoulli trials
we will build what we call Multinomid r.us by
defining them as the number of times each outcome
occurred in n independent Multinoull trials

For KH sk let Y times outcome h occurred in n independent
Multinoulli trials with outcome probabilities p Pk
Then Y _Y has the Multinomial n.tn jp distribution whichhas pmt

ply ci k y y
utsY pIK 2 lYi Yr eloi n3YEyn n

supportot Yi 4k



REIS i ways to partition n things into K groups

Y lk of sizes Y Y such that yet tl K n

ii Fork ls K themarginal distribution of 4 is Binomial n

E.ge Each of 10 customers redeems a coupon for
2 ice cream with probability 44
2 French fries with probability 2 4
3 a donut with probability YI

and the customers decisions are independent

Let Y out of 10 customers to redeem coupon for ice cream
Yr French fries
Y a donut

C Find P Y 5 42 3 43 2

PLY 5,42 3,43 2 s 4 KICK org

i Find PLY y
Tin R dmuttinomXC.cl 3 z prob cL.zs s zsD

We know that Y Binomial 0 t so

10 10
Y 4 y E t Ä 828

424
II R 1 pbinom 3,19

iii Find PLY o Y 5
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Es
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ADDENDUM Algebraic details for Normal random effects model

2
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