
 

TRANSFORMATIONS OF A RANDOM VARIABLE

be a rv with support

KK o if X is discrete with pmt µD
f o if X is continuous with pdf

Consider a function g Y taking values in X
and returning values in some set Y and define the
rv 4 to be 4 84

Illustration

Eachpoint in D

Ü

su
Differentpoints in I
may map to the
same point in Y

For any set ACHdefine the inverse

mapping j which
IE se t

g A Her glatt
g A Exexigut

all thepoints in I which gtakes into A z



y For a singlepoint Ly CY
we write

4
Thepoint in K forwhich g

I I returns the value y
g glly EXES g 13 4,43

We find we may make a probability statement about Y
by making the appropriate probability statement about X

We have

PH cA P g cA P XEIxcX.glxk.tt P Xej'LAD

This defines the probability distribution of Y

IX ETEDISCRIT NOT DISCREET

It X is discrete I is finite or countable
so the set Y of values y gtx ES is
also finite or countable so 4 84 is discrete

The part of Y is obtained

ask.lyPLY y P Xej'lyD EPlX x
fg.ypxlxXEJKY

may contain a singlevalue
or multiple values

so y is the sum of 1 over such that gtx 4
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Example Roll a die twice and let X be the first roll
minus the second roll Then the support of X is

5 4 3 2 1 0 1,2 3,4 5,6

over which the pmt of X takes the values

pjyf.si
3 2l0123Y5

Now let Y gIX where glx 1 1 Then

G 1,2 3,4 5

over which the pmt of Y takes the values

4012345g

g 4 lol ist 1 2,239 3,3 4,4 f 5 s

44 836 636 436 436

KID KÄTHI

EXAMS Let X Binomial n and let 4 84where gldn.mx Recall that

µ
4 Äh D it xelo.is n

o otherwise

The tranformation gk n gives Y 0,1 n
and its inverse is defined by

g y XEX n x y n y
solvefor

getting n y
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So the pmt of Y for yogis given by

Pyly
g
KH

tun

f p pfeln

e pypnx.tk
aniia iI l

so that Y Binomial n 1 p
Indeed it X successes then Y n X failures in
n independent Bernoulli trials with success probability f

NTINVOLTX be continuous with pdf Sixth We first
consider the cdt of Y gl which is given by

E 4 P Y

FILMED
DX X c xd glassy

L G dx

Evaluating the integral involves identifying the integration
bounds corresponding to the set 1 61 gladly

dThen if Eil is continuous over y EY the pdf of
4 is given by

G III y for y EY
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Obtaining the distribution of Y by carrying out the above
integration to get the edf of Y is sometimes called the
METHOD OF DISTRIBUTION FUNCTIONS

Example Let Xv 4 22 21 14 41 and let 4 1 1
Find the pdf of Y

We have 4 1 1 so gut 1 1 giving Vg o B
First find the edf Fyly for y Elo

Fyly Pylyey

Pyllxt
34 2 da

_ii Nützen

zieh
y

y

y
so that

2 Y I

Eil y o
Y is always El

o Y is never o

Then taking d Fyly on yelo.it we get
dy

tyly 3,21 0 Eye
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EXAMS Let X Uniform 0,1 and let Y logX

Find the pdf of Y

We have Y log X so 8kt log giving G 0,8

First find the edf Fyly for YE 0,0

xc.co t.gx 32
de 2 DX 1 e

e
ey

so er

E 4
e Y o

YEO

Taking Fyly over y 0 we get

4 e Illy o

In some nice situations we have an explicitformula forty
Nice meaning Li the function g is monotone

ii j has a continuous derivative
Liii the pdf of X is continuous

The next theorem gives us the formula

Theorem ht X be a continuous rv with support X
and pdf which is continuous on X
Then let 4 22 3 such that g X 74 is
monotone and the derivative of j
is continuous on Ug Then the pot fuof Y is given by

fürD 3 se
Hä

Applying this theorem to get the density of Y is sometimes
called the METHOD OF TRANSFORMATIONS
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Proot Since g X Y is monotone over X for any usw EI

n v gln GG or n v Sgk g
In this case the transformation is one to one so that
the inverse j is single valued satisfying

g y y gl
We consider the calf of Y in the cases

i g is monotone increasing

E 4 P Y Pxlglx E p X g G Elgin
ii g is monotone decreasing

Fyly P 4 P gk 7 1 354 1 Edgily
Wehaveusedhere the
continuity of X

pxlxzjk.DE RlxcjYyD l PxlXEjKdI l FyLj4yD

Then

Syly Egly
Flat g increasing

Eljk g decreasing

where by the chain rule we have

jk txljk.DZ g G ljkiDII.gl
and 70 because g increasing

j increasing
d f Elgin fxljkddyjk fxlgil.it fyjkDdy

So because g decreasing
j decreasing

Combining the two cases gives the result D 7



Example Kt Xv C e A x o Find the pot of 4 54
We have gl Fx which is monotone and gives Y Co d

Also g 4 p solve y Fx for x for which

g y 42 4

which is continuous over Gi Lo o

So applying gives

e zy y o
4

YEO

2 y A y o

Exami Let X 4 pik e 16 Find the pot of 4 5

Wehave gm x.es monotone on D Lo D and gives G O D

Also g 4 Xy solve y Yx for x for which

g 4 tz Sz

which is continuous over Y 0 8

So applying f gives

paff e Äfft y o

y YEO

t.pa.usi
8



Examplee ht Xu G e IG and let 4 1 X

Find the pdf and cdf of Y

Wehave y g loyx monotone on D 0,8 and gives Y L 8 d

Also g eY for which

g 4 e I
which is continuous over J 8 d

So applying gives

e f e e
t

for all yep

The edf of Y is given by

E e Ädt e e
e
for all yer

The distribution with this edt is called the Gumbel distribution

The Gumbel pdf looks like this

Ä

g
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ISQUARETRANSFORMATIONOFONTINVOUSX

KT X be continuous with pdf with support over positive
and negative numbers Find the pdf of 4

2

We have gk which is not monotone over X

For y we have

gLXFly Py Y

Px Key

P.fr exerD
P x D Pdx p

Fd ELF

so that by the chain rule

44 Cry Ek

E HAT
Simplify to get

44 it E tft Kf

This formula can be used to get the following
very important result
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Applicationisguo.no NormalLo Dischi hguaveCD

het Xv Normallo Find the pdf of 4 4
2

We have e so for y o by Kf

44kt teil
Fü

1

Mk 1 see Lee 8
We find we may write from STAT Sk

4 p y e Ily o

which we recognize as the pdf of the Gamma 2 42 ß
distribution which is also called the Chi squaredistribution with In degree of freedom

THE PROBABILITY INTEGRAL TRANSFORM

The probability integral transform turns any continuous
rv into a Uniform o n by passing it through
its own edf the cdf is the probability integral

We present it in the following theorem
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Thegen e ht be a rv with a continuous
df Fy and define 4 7 4 Then
Y has the uniform distribution on Co

Proof Suppose Fy is monotone we don't need this
assumption but it simplifies the proof

Then y x F y

Also Vf 0,1 since x c o for c X

Illustration

y1,4
I transform

Em
o

y

i Observe a realization of X

The cdf of Y for y c at is

E 4 P 4 P 4 E XE D y
ythquantile
of X

So 2 E

y IFyly
yeo

which is the Uniform o edf D
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RANDOM NUMBER GENERATION

We can apply the probability integral transform in reverse
to generate random numbers

To generate X Fx do the following
Ci Generate Vw Uniform o

Ki Set X FIG where FIL int x Fd zu

This is the probability integral transform in reverse

We see that the adf.tl Fj'Lu is Fx

Pulp Lu Ex Pu UEFA Cx

We need only to figure out how to generate
numbers from the UniformCo distribution

It is not easy to make a computer generate
random numbers it is in fact impossible so we
must content ourselves with pseudorandom numbers

The best as of now generator of pseudorandom
numbers is the Mersenne Twister introduced byMakoto Matsumoto and Takuji Nishimura in
1997 It generates pseudorandom Uniform 0,1 values

Tw is somelargenumber

Makoto Matsumoto and Takuji Nishimura 1998 Mersenne Twister
a 623 dimensionally eguidistributed uniform pseudo random
number generator ALM Trans Model Comput Sind 8 2,3 30
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Exampling Generate a realization of XvExponential x

We have

4
e o

Eo

which has inverse quantile function

a aloft n solvente for

for u Elo l

So generate U Uniform o and set 71yd

TRANSFORMATIONS WITH MOMENT GENERATING FUNCTIONS

If the moment generating function Mylt of a ru Y
exists it tells us what distribution Y has

In some situations the easiest way to find
the distribution of 4 84 is to compute

Mylt Elet etf
provided the expectation exists for all b in a neighborhood
of zero This strategy is most advantageous when

g is a shift and seele transformation that is
when gtx axtb for some a b c IR

This is due to the following result In STAT SID
Thein For any constants a and b the mgf of all tb is

Max etb at

7 Maxtblt E expftlaxtbD EexpktaIXJexpf.tk etbMfat

Finding the distribution of Y by findingthe mgt of Y
is sometimes called the METHOD OF MOMENT GENERATING
FUNCTIONS 14



ExampI het X Gamma d ß and let 4 XIß
We know that MID l ß so

Mylt Malt 1 43 11 s.lt sJd l t

And i t is the mgt of the GammaLa dist

Etage het X Normally 5 and let 2

We have My e htt so

Mzlt M 4

e
Et Kr

e Eter ELIM

Elz
e

which we recognize as the mgt of theNormallo distribution
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