



































































































































TRANSFORMATIONS OF MULTIPLE RANDOM VARIABLES

We are often interested in the distribution of a function
involving two or more random variables

Example het X X be independent Exponential a rus and let

Y
X.tl z

One way to find the distribution of Y is to directly
derive its cdf

Firstly the joint density of 4,4 is given by

4 la te fe 1Cx.ro am

Note tht the support of Y is YE Lo

For y Elo we have

Fy y P Y Ey Integrate over this region

P
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P E YLX.tk

p X t y EYX
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2 integral over Support of Exponentrul y

y

So
YEO

E 4

III
This is the edf of the Uniform o distribution er

Y 4 Uniform o
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The following theorem is useful in nice situations

Theoremen het X be a pair of continuous rvs
with joint pdf and support set

X Exe fqyzlx.kz 0

Consider the pair of continuous rvs 4,42
defined as

4 g X 42 824 X
where g and g are one to one functions
taking values in X and returning values in
the set

94 Y g Xix yi gztx.in 4 EX

Then the joint pdf fy.ie of Yi is

given by

tiny 4 IHK gilly IJLY.sk 14

for y EY Zero otherwise where GT and GI are

the inverse transformations satisfying

Y g Hi gilly
Yz geh g Y

and

Kyi
ÄH ÄH

GÄHN gähn
provided JA is not equal to Zero on all of Y
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Remarks For real numbers a b c d

ad be

and this called the determinant of the matrix

The function Fly y is called the Jacobian
of the Transformation

The nice part about the situation to which
the theorem applies is that the transformations
are one to one This theorem could not be
used for example for the Transformation

Y max X X 4 min IX X

because we cannot get the value of X by
knowing Yak

The theorem is readily extensible to the n variable
case where we consider continuous rvs X Xu and
u transformations Y g X gl n Yn gfX Xn
For this course however we will only use the
bivariate Version

Exampfe het 4 X be independent Normal o rus

Find the joint pdf of Y when

4 I and Ya XzX

The joint pdf of X is

t.a.x.at e e

Note that Jil 8 a xl go

We have

y f g.la x Xyz f ÄHXz

yi xzffzk.sk KEY gilt 4






































































































































es that

Ey lik 44

It

Applying KK gives

I
4 ii D e e 1 1

KIT

Quite often we are only interested in the marginal
pdf of one of the Ns Y g LX.sk or 42824,4
Once we have the joint pdf fy.dz of we

may find the marginal pdf of Yi say by
taking the integral

4 4 4.442

het be independent Normallo rus

Find the pdf of 4

Having found already the joint pdtty.ie of

4 and 42 42
we need only to integrate it over ya

D

Held

Ä
5






































































































































f e

This is the pdf of a distribution called the Cauchy distribution

Fügte het X 4 I o D

i Find the joint pdf of Y I and YEX.tlz.XtXz

Note that If Kwk o hat och

Wehave

Y 8,4 X Yin g 4

YEX.tn z fzLxi KEC y C JIG
The Jacobian is

y.MY yzY'Y Ye YI yell y 4 Y YuJH y.IE yzry
YI Yin

Applying EK gives

4421 1 4

f HH t e 1421 Klo yet o y4,42 2

yze I 0441 ol

F
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Iii Find the marginal pdf of 4

Integrate fy.y.LY.sk over yzc lo.se to get ty.ly
Yz

ty.ly e dy.ttlocy.ci
Y

e du Ilocy

Expectedvalueof Exponential 7 Mist

Klo Y D

Example het Zit fz.z.HN expfI.gg T zpzizztz
Find the joint pdf of 4,0 where

U Zitz und U2 Z Zz

Firstly 4,0 has support on 4 n a ER nach Pi

We have a one to one transformation

B
The Jacobian is

a
E Er a lüth 4 k

Applying EK gives

t.nl D expf.fmCE5 zpfEDtE tfE I.yd

expf 44 t n E z.nu
2 44 p 7






































































































































umlenkte
e.pt 4 exrf II2M 2 Gtp

D E art
Note that U and U am independent the joint pdf
4,44 can be factored into the product of a function
of only u and a function of only

Moreover we see that the marginal distributions are

U er Normal O 21 2

zu Normal 0 2 2

Also from what we knew before we could have found

Var U Var ZH War Z t VanZ t 2 Gv Z 272g
VarU2 Var Z 7 War Z 1WarZz 2Lou 2 2 2 2ps
which confirms our work

Example het X Befall and X Befall be independent rus

i Find the joint pdf of f X Xc and Ya Kz

Firstly the joint pdf of X X is

fqyzk.sk 1h o x 2 2 2 162 2 2

Wer kam D o x o and J 4 Y o Y EY 2 and

y xxzfg.LK x 4 42 Y

y Kz gzta.at x gj Y
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So th Jacobian is

xD E

Then we have by 2 that the joint density of Y Y is

4 Y 2 1L o y Ey 2

Supportof
2 Klo Y EY 2

2 4Ya

A
ii Find the marginal density of Y 2 Y

fy.ly fzfy.pknYa dyz 21L ocY EYza2 dyz z l y 2Locy 2

R

If a Transformation is not one to one we cannot use expression 4The following is an example of such a situation

Exarch ht LZ.it fz.in nzD expf fqyGT zpzizz.tt
Consider the transformation

U min 2 Zz and Uz max Zi Zz

Firstly 4,0 has support on IR

Wen find that n min Zeit maxsz.it f g z z

has the inverse mapping

g n Zeitz i 7 C ni Luz ni

which is not single valued so the transformation is
not one to one and we cannot use 4

9






































































































































Finding the joint pdf of U Vz is quite complicated
but we may find the marginal pdf of Uz say
as follows beginning by writing down its edf

a

Fln Pulkau2 z

Pz.in mcxIZyZz3En
ü l

µ

Z Enz 2 En

expfI.gg T 2pzizztzi dzdzz

HQ pzzjtzz.CI p
za

f ir irfEiIIIdz rfEIdz
t u

het 44k and Il fand
D

ICE lol dz

a
Now we may find the pdf fu.lu of U2 by Taking the
derivative of Fuß but we need to use Leibniz's
Erde as u appears in the integrand as well as in
the integration bounds

1 Leibniz's rule

du tlx.tk flx.bcxDIxbcxI fLx acxDfxacxIt
a
4fcx t dt

This gives
a

E d II 4 4kHz losH
5 du

Ei tfj HIEIYtlz.dzHzf 10
































































EYEE Ida für epfi A.EE
daIIF

ftp.erfmi
YY ja

yy.gg nEE

j ftp.dlEIAGDda
tun Im'Er

GEÄÄ
99 JEP

of the maximum of z andze
when Z Z is a standard bivariate Normal pair with

Judas 2 f 44

jjjjI.IIEInonv.name
We are verf often interested in the distribution of the
sum of several independent random variables

The following result about the mgt of the sum of several
independent random variables provides an easy way to
get such a distribution
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Weoften suppress theword mutual

Theory het X Xu be mutually independent rvs
euch that Xi has mgtdx.lt for El sn
Let X t tl n Then the mgf of
Ya is

µ 4 IIMy t

In particular it X Xu all have the same.mgMxltI then

Mult lt
In

Proo We have
tun

Mu t Ee

X t tl n

EetX

BY independence
Elfe

XX DX
F e e Ee

My.lt Malt
Example het X Xu be independent r.us such that

XiuChisquare Vi for Ed sn

Find the distribution of Yu X t tk

The Chisquare Vi distribution is the same as the
Gamma 2 distribution so Xi has

mgfMx.lti 25 L sn

Therefore Mv t I 25In

4 µ
ÄH

which is the mgt of the Gamma Ä 2
distribution i e the ChiSquare EVi distribution

We may remember from this example that the
sum of independent Chi square variables is
a ChiSquare where the degrees of freedom
are cumulative
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Example het X X be independent rvs such that
Xi Normal µ f for it sn

i Find the distribution of Yu X t tl n

We have

Mit trity 2
Mu Ile
In El

tt.EE ty

which is the mgt of the Normal E.fi EIdistribution

We can remember from this example that the
sum of independent Normals is Normal where
means and variances have accumulated

ii Find the distribution of vIn a X t tanken
where a an are real numbers

Milt _t.IM lt
In

IIMx.lt
1 e
Miltai 1 a

c

eiEairdttf.Eair.DK
which is the mgf of the Normal Eair air
distribution
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EXIL het X X be independent rvs such that
Xi Normal µ 5 for it n

Find the distribution of In L X t TX

ME.lt _IM lt
EI

Mxin

II µ
try

e Ht E E

evt E t

which is the mgt of the Normal E
distribution
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