
 

THE RANDOM SAMPLE1

Dez A collection of rvs X X which are mutually
independent and which all have the same distribution
is called a randomsamplem

Remart Such a collection of rvs arises from a data
generating process in which the same experiment
is conducted n times independently

Random sample often refers to a set of
individuals items drawn from a larger populationsuch that each individualliten is equally
likely to be drawn

In truth selecting n individual items without
replacement from a population of finite size
does NOT result in a collection of mutually
independent rvs because every time an
individuallitem is drawn the composition of
the population changes making the draws
dependent

However if the population is large its change
in composition due to sampling without replacement
is so slight that we may treat draws
without replacement as though they were independent

The common distribution of the rus in a
random sample is often called the population
distribution and quantities which describe the
population distribution are often called population
parameters

We often introduce a random sample by saying
Let X be independent identically distributed ii rvs
with such and such a distribution

Or we say Let X X be independent copies of the
rv X where X has such andsuch a distribution

We generally wish to learn something from
a random sample X X about certain
population parameters
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We learn about population parameters from sample statistics

DIE A sample statist.cn just a statistic for short is
a function computed on the ws of a random
sample The distribution of the statistic is
called its samplingedistribition

Thews Consider a random sample X Xn from
a population with cdt Fx and support on I

Let Tu be the rv defined as

Tn TIX X
n

for some function T X Y
Takes then values in the randomsample
and returns a single number in a setGr

Here Tn is a statistiz and the distribution
of Tn is called its sampling distribution

The statistic Tn may carry informationabout a certain population parameter

Example Let X X be a random sample of times until
failure of electronic components where the
failure times are assumed to have the
Exponential a distribution but 7 is not known

It is of interest to learn the value of 7

The unknown 7 is the population
parameter of interest

The sample mean In n Xi is
a sample statistic which carries
information about 7

What we can learn from a sample statistic about
a population parameter has everything to do with
the sampling distribution of the statistic
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In the following we consider the sampling distributions
of statistics which are sums of the rus in the
random Sample and of Statistics based on ordering
the values in the random Sample

SAMPLE MEAN AND SAMPLE VARIANCE

We focus on two statistics which am based on sons
of the rus in a random sample

I In L X t TX
2

z Sie E Xi In
Before trying to get the sampling distribution of
In and S wen first focus only on TEXT Var In
and Es

theorem het X Xu be a random sample from a population
with mean µ and variance 52 8 Then

a F In µ Values of In are centered around µ

v In Ei c s

c E S 5 Values of S are centered around r

PEI a

In Efta X t.n.tk X t TEX tun
b

Var In Varfülkt TX

L E Varxit la Xi X2

t.to
0
F
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F si EI E Xi II
XE zxixntxnD

EE.fi Xi zfIXixntnxi
nXn

t.fi xi nxI
n fnEXi nExi V.rs Exi LExD

Kt uff
Ex varx.tl xj

Li
Lu
r

Getting the sampling distribution of In

We can get the magt of In in terms of the ungtof the population distribution We have

Matt M xt.xx.tt Mx xnltk IIMxiltk fMxfkTFxampk het X Xu be a random sample from the
Gamma d ß distribution Then

My.lt l ß
d

giving na
M 5 L Hk

so that In Gamma na Ph y



Example Wer kann already used this method to show that
it X X ü Normal µ r then In Normal µ

It is difficult to get the distribution of SE unless
the random sample comes from a Normal population
Wer will come back to this later

IORDERSTATISTICS
Many interesting statistics are functions of the ordered
values of a random Sample X Xu
Define the following notation

Xy the least of X Xu

Xu the next to least of X Xu

Xa the greatest of X Xu

assuming there are no ties among X Xu Then

Xu Ksc Xa

are called the ord statistins of the random sample

Equipped with the notation of order statistics we can
use them to express familiar sample statistics

The range R Xu

The midrange M Kst 4 12

The median jo 4X
Once we have studied order statistics we can derive
the distributions of sample statistics based on ordering
the values in the random sample

First we derive the marginal pdf of the k order
statistic Xck for any b L sn
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Theorien Let Xp Xin be the order statistics of a random
sample from a population with

cdtFxandpdtfx.ThenthepdfotXlkgisgivenbytxcnfxk

I1 gg
G 2 EGB x

for K L n

Proof We begin by finding the calf Fx of Xl and
then we take its derivative

For any we have

F G P KmkXl

P At least k of X sk are less than or egal to4 XD
y X lessthan or egal to

ÄH d ft E I Binomial n Ex
find Py Y k

We now take the derivative with respect to

4,4 ÄH a G Eda

FI jLFxLxD5tL2 FxCxD txlx
Ex 4 2 F f

Splitupfirst

µ E 2 F 5 4 c summation
7 L

arm In Ex 2 EGD G

We can remove the n I

Encase because f 4 E 2 TECH x
thisterm is zero
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4 G E Hx
4 D lu k

change index and change summand accordingly
n I

1 4 Fd 2 El
O j b

E d Fails E ta
j b

Noting that

f litt L
we see that the last two terms cancel out giving the result

For the minimum and maximum of a random Sample we

have the following coming directly from the theorem

Corot het X Xu be a random sample from a population
with edt Fx and pdf tx Then

2 min X Xu Xc has cdf and pdf given by

z G Ekd

4kt n 2 E 4

2 max X Xu Xu has cdf and pdf given by

F D Fd
n I

4k n xD 4

Exampte het X X be iid Uniform lo rus

Find the density of the k order statistic Xing
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We have
2 1

x 7 o x and File one
o Eo

so that

4,4 E n.gg
ll Ilona

Mt Ilona
Mk Un htt

which we recognize as the Beta k n KH distribution

Moreover we have from what we know of the Beta dist

h
EX

Ktla KH htt

VarXck klinkt Klute
ktln ktDYCktln.tt D Lntiflutz

Example Let X X be independent rvs with the same distribution
as X where X has the Exponential X distribution

Find the pdf of X maxtX Xn

We have

ICH f e 14 and Eda

so that the calf and pdf of X are given by

P
1

f 4 n l e e 16Xl
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Wer also hauen an expression for the joint density of
two order statistics which is needed to get for example
the density of the range of a random sample

We present the expression in the following theorem but we
omit its proof as it is considerably more complicated
than that of the previous theorem

Theorem Let X X be the order statistics of a

random sample from a population with calf
FX and pdf f Then for Its Ken the
joint pdf of Xl and Xc is given by

4 41 4 si F ny.txHtxH

fFxln5LFxlv FxlnB 2 Edv
j 1 values k I j values Kh n k values
Xc und Xc Xck

for D

We can simplify the expression above i we are
interested in the joint density of tht minimum
and maximum i e in X and Xen

Corollary Let X X be the order statistics of a

random sample from a population with calf
Fx and pdf f Then the joint pdf of
X and Xing is given by

fxa.im 4D nlh Dtxl4txln fFxlv FxlnB
2

for n v D
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Exampfe het X X be a random sample from
a population with the Uniform 0,0 distribution

E Find the joint pdf of Ya and Xu
We have

txlxs tzloc.no and Eu Ilo I
oo

so that

1 ä E Ilo ner o

ii Find the joint pdf of the ru pair M where

R Xing The range
M Xen

We have R M c Km oarao romeo

We get the inverse transformation

r v nf g.lu n m r jilr.ms
m g Cmv v m jjlr.in

giving the Jacobian

out m m
m

So we have

f Grim neu Dj E Äthloarao ramona
R
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2
nln Ilo rao romeo

iii Find the pdf of R Yen X Integratejointpot
over in

r nie 1L oarco romano dm

nh E den Klocrace

n Gj r alocrace

nY f E Kloake

Check to see whether Jpl der L

fjtplrsdr f.nl f E Ilona dr

nu EIL E dr

ii ftp.j iEsn'a
ssoas

E es

F i I ds
Pln D Plz

z
Integral over Beta n l 2 pdf


