
 

PIVOT QUANTITIES AND SAMPLING FROM THE
NORMAL DISTRIBUTION

We often study the sampling distributions of so called pivot quantities

Defoe A pirottity is a function of sample statistics and
population parameters which has a known distribution

Pivot quantities are useful for constructing confidence intervals for
unknown parameters and for testing hypotheses about them

Det A 1 2 1001 confi interval CI for an unknown parameter O
is an interval Lsu where L and U are random variables
such that PLL Oau L L for a c Co

Eia It X Xu is a random sample from the Normally r
distribution then

In µ
In

Normal 0,1
This is fully knownnothavinganyunknown parameters

h III is a pivot quantity

Introducing Zu Normal 0,1 we can construct a 4 100
C I for µ as follows

ftp.zg be the value which satisfies Pelz g p for Sao

µ Anlass c

Zg

Pq In traf µ In Zu E

Giving since Z 7 the 1 100 EI

Fn Zhen Fntzanern
z



NOW WE INTRODUCE FOUR RELEVANT DISTRIBUTIONS

These are distributions of some importantpivotquantities

2 Thest DNormaldistributen NormalLo

pdf ftp.fi
mgf Mzlt Ä z _g Zg
Let Zg be the value satisfying Pz Z Zg for Selo
where Z NormalCo l

degrees of freedom
t

2 Thedi ditr.be R v 1,2

pot x o L e IG o

MK 2
es

mgt Lt zt µ
die Ins

tweeten es value satisfyingPx X 4 S for Selo

gdegreesoffreedom

3 The stributions tv sei

pot Ht PH Ätzt
mgt does not exist

momentsoforder Vor higher donotexist tv es 0

het tv g be the value satisfying B T tv g 3 for Selo
where T tv
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numerator degrees denominator degreesof freedom of freedom
4 Thetis Fv vz v 1,2 1,2

pit ff ffjII.fi er

y
o

mgf does not exist

9

Fv gl S 2,9

het Fumg be the value satisfying Pp R E g 3 forSEG
where R Fu sk

We now present four important pivot quantity sampling distribution
results in a theorem

Theoremen het X Xu be a random sample from the Normal µdistribution and let

I E x TX

SEI Wi FI
Then

I III Normal o

Application to CIS

Ratz a

In tagen µ Entzogen 2

A f 100 1 for µ is In taken
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2 2
In and s are independent and n In_

2

Application to CIS

Ps Xi In x

Ps III er na

A Kajak u to ö is IIII
II In tu

Sulu

Application to LI s

Pas tn.ua III tu ta

PXn.sn In tnsaasE µ Int tn.snIn I

A f 10090 EI for µ is In tn i.snzsEn

II Suppose we have two independent random samples
indX Xu Normal µ

u ind
1 Yn Normal

and let

si Xi In and si ÄH In
Then Silo v Fn tanzt 4



Application to Is

Psi.si Fn t.nz.is _an SIGI Fn zu a 1

Psi.si Fn i nz t tHzLIL Fn i nz i a l x

A 1 look LI for IT is

fFnibnz t.tt z pFn i nz i

Proof of I and I of theorem

roof of XII Normal 0

First find the mgt of In

MINH Mäh
M
Ht

TG

erlth alten

eint Ity

Now
ME 4 MEI E 4

Fort
e MulEt
eErteret ELETIK
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which is the mgt of the Normal ai distribution D

II Proof of E In_
We will not prove that In and si are independent as the

II in
Begin by re expressing cnn.IE

KYI 4 Elxi II

EFFI
K 42i r

n

E E z.EE EEtEEE
ELxiEj E zj 2EEEIfEEI

So that

E 5 E E
122 Sum of n indep X ho

this has the X dist

Recall that 2
2 122 it Z Normalo see ka o

and that the Sun of chisquare rvs is a chi squarerv with the total degrees of freedom see Leco
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Since In and Sie am independent the rvs

5512 and k 5 am independent

so the mgt of the left hand side is
the product of the mgfs of the two rvs

Therefore

4 ztIKMn.la 4 25
oh

Manjit e I
which is the mgt of the XL distribution D

Before proving parts II and F of the theorem wer will
study the anatomy of random variables having a t or an
F distribution

Result Let Zu Normallo and W X 25W independent

Then Tz zu tv

Ruh So a t distribution arises when a Normal 0,1
rv is divided by the square root of an

independent chi square rv divided by its degrees
of freedom

Rt We first get the joint pdf of LI where

F 21 and U W

The joint pdf of Z and W is

2
e q w oHeißt Moi
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The Support of D is G n Daten oen 3 and

T ZINK f g E 2 TV f gilt
w f g a W U gilt

giving the Tacobian

g
SITE Intro Fan 4 Er

In f E
Now we get

In 1

f Hm je pain e µ Ihn o

Now we integrate over w to get
8

A
a
F E

Kkltttz
1 FEIERE du

MK Fo II ELITEN

enktzltttYIT.ITEF.y r I du

VI l L integral over pdf

ÖÄ of GammaVIELHEIT
which is the pdf of the tv distribution D8



Recht Let W X auch Wz X W _Wz independent

Then R WI Fr
Wz

Renard An F distribution arises when the ratio is
taken of two independent Chi Square rus each
divided by its degrees of freedom

Prüf We first get the joint pot of RC where

R WII and V Wz
Wz Vz

The joint pdf of LWWz is

ws p i
wi ein wÄ e 1cm o.no

The support of CR is Crm r o n o and

R wj.GS g LwwzDw RvI jIlr.nD
Wz 4 w Wz U f gjlr.sn

giving the Jacobin

tust ft
Now we get

t.int i.drnEFiFI iEiiEt lacr.o.n



Now we integrate ftp.u over u to get Ip
D

t.fr
lrnEFiE

iEiiEk ldnztr.D

rEIiEjEi
H

dnacr.sIPEEIHIiE'EHr
Ff iEze

YEzlttrEsT

z

d Ihr o
MEIKE PCEDECHREIFE

integral over pot of
Gamma Elitr

v v 2

PTI v RT

Ä
Ihr o

which is the pdf of the Fu distribution

Proofs of III and F of the theorem

III Proof of Inf tnia.snr

We may write

In FÜNF
Normallo byI.FRn irv dividedby

Sinn In and Sie am independent we have exactly
the anatomy of a tun distributed rv D
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I Proof of SIGI er E nu

We may write

21 ni

II 44mA
Mz 1522In D

which is the ratio of two independent chionsguare rus
each divided by its degrees of freedom the anatomy
of an Fn distributed rv D

EXAMPLES OF USING THESE PIVOT QUANTITIES

I het X X be a random sample from the Normal 5
distribution where µ is unknown

Then
IM Normallo
5

so that the interval with random endpoints

5,6 z F
will contain µ with probability I L

Having observed a realization of the random sample
X X with 5,6 2.3 say we construct a 95 LI
for µ as

Ts
2.3 1.96 4

Z gnorm l II
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II het X X be a random sample from the Normallydistribution where µ and I are unknown

Then 467576 02 122,6 so that the interval
with random endpoints

2 2
46DS 46 1 5,6

Ära
will contain oh with probability 1 2

Having observed a realization of the random sample
X X with 5,26 4.5 say we construct a 99 LI
for 62 as

Hä
4.601

gchisgf99s.is 5 gchisgl.oos.is

III het X X be a random sample from the Normal E
distribution where µ and 52 are unknown

Then Fho 13 46 4 they so that the interval
with random endpoints

SnIf Itv 1,92

will contain µ with probability 1 2

Having observed a realization of the random sample
X X with 5,6 2.3 and 5,26 4.5 say we construct
a 90 LI for µ as

2.3 II 753 TI
4

ns.j gtl 95 IS
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VI Consider two independent random samples

Xi Xp Normal µ G

Yi 426 Normal Mz
with µ µ o and r unknown We have

silk Fit1,261

so that the interval with random endpoints

fF7yz6tsl Hzs F7 i 26 is

will contain Elo with probability 1 d

Having observed realizations of the random samples
X Xp and Y 426 with 5,2 3.7 and s 4.9
say we may construct a 95 c I for SEIM
as

471.383 G 2.384
m

FA gs 8ft0296,25 Ez 26 1,4 87 97516,25

A MISCELLANEOUS RESULT

Result Let Tv tv Then T F I v
Proof If Tv tv then we may characterize it as

T Zw
where 2 Normal o and Werk Z W independent

Then T 7 2 Fav because F 12 D

Ratio of independent XYand K rus each divided
byits degrees of freedom
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NOTEONONESIDEDCIAC.LY0o2upp nfidenaimitUL for a parameter 0 is
a r.nu such that

place L x

A 1 2 1002 lower confidence limit LCD
a v.v L sucht

for a parameter 0 is

PILLO L x

Tff Suppose X X ähNormal µ E o known

n

Fajfr Normalo

so that we may write

PLZ III 1 x

pl µ IntzzFD a

giving that In Za En is a 1 2 1002 UCL for µ

Likewise In ZEE is a 1 2 1002 2cL for µ

The intervals

Intzte and Fn Zonen D

each of which contain µ with probability tz
are called one

sidedc.IM



TVI Suppose X X ähNormally o unknown

Then
Xnjntn.ISr

so that we may write

PLtn i.SI E t x

p µ xnttn.ua t a

giving that In trunk is a 4 2510054 UCL for µ

Likewise In try EE is a 1 2 1002 2cL for µ

The one sided c I s

8 Xnttn i.sn and Xn tn i aStE

each contain µ with probability i x

Forgot Suppose X X ü Normally 8 o unknown

Then KYI X

so that we may write

PIX HDI i a

in III t a
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giving that LIST is a C a look UCL for o
122mi1 2

Likewise k1,4 is a Ätoo ich t.ro

The one sided c I s

f EDI and 41,4 a
122mi 2

each contain µ with probability i
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