
 

ARGESAMPLEPIVOTQUANTITIESSO
far we have only considered pivot quantities which

arise when sampling from a Normal distribution

Rj Let X X ü Normally Then

i III Normallo

In 2 5 is a 45100 LI for µ

ii Lysin In

HIFI.kz isa4Dioo cE to o

iii II tun
Snkn

In tank is a 4 oo C I for µ

Liv It X Normally sie ÄH
Y Ynzünorm.tl z rz Sz nzEE Yi I

then Silo
4 2 Film i
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CRUCIAL If the random samples do NOT come from
a Normal distribution NONE of the above
holds

Question What if we draw a random sample from a
non normal distribution and wish to make a

CI for the mean

iid
EI Let X X Bernoulli pl p unknown

How do we build a 4 100 for p

E.ge Let X Xu be a random sample from some
right skewed distribution with unknown mean µ
How do we build a a look for µ

The main results in this lecture will be the following

If we draw a random sample X X from a non Normal
distribution with mean µ and variance 02 0 then

FI and 5nF
Tu Ihn

where is a consistent estimator of r behave more
and more like Normallo random variables as

This means that for large n

In IZMIR and In Zahrnt

are approximate 1 2 100 C I s for µ
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We begin by formalizing what it means for a random variable
to behave more and more like another The following definition
concerns a sequence of random variables indexed by n and
we may think of the sequence of rvs as the random
values of a function computed on the sample for each
sample size n

Det A sequence of rvs 4,42 with carts Fy Fye
is said to converge in distribution to the random
variable Y Fy

Iim Ehly E 4

for all y ER

Rein It Yu converges in distribution to 4 we write 4 74
We refer to the distribution with cdt Fy as the asymptotic
distribution of Yu

In words if Ya converges in distribution to Y the
cot of Yu approaches the colt of Y at all values

YER as u goes to infinity

So convergence in distribution is a sense in which
the random variables 4,42 can be said to behave
more and more like another random variable Y

Example of convergence in distribution

Let X X ü ExponentialG and let Yu taken 710g
y

Moreover let Y E G e
e for y ER

Show that Yn

PY.liFind the cart of X maxlX Xn

We have

4 f e 14 and Eda
O
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so that the edf of X is given by

P
Iii Find the edf of Y Xing atogn

First note that Yu Eklogn 8 For y c C logn a

E P Yu Ey

P Ika akg E
n

P Xing 27 y log

F alytlogn

e EIN t.gni.su
e e

So we have

Ely
t Ä losen

Y E logn

liii Find the limit of the edf of Yu then atogn as n d

EG e
EY

We have lim Il day a

ho Yu Dy
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The asymptotic dist of Ya is the standard Gumbel distribution

Gumbel E5 1935
Les rateurs extremes
des distributions
statistigues
Ann Inst Henri Poincare
512 115 158 Oui oui

Note that the asymptotic distribution of Yu is fully known
it does not depend on the unknown parameter 2
So we may refer to Yu as a large Sample or

asymptot

t.lyTHECENTRALLIMITTHE0RE

The following theorem called the centric is
a very important theorem in statistics In very manystatistics research papers Some version of the CLT is
invoked

Theorem CLT het X X be a random sample from a dist
with mean µ and variance 5 8 and for which
the mgf Mylt is defined for t in someneighborhoodof Zero het In X t.n.tl n Then

III Pz where 2 vNormalla

2 EI
Proof We show tim M t eth where e is the Normallomgf.us

First rewrite

FEE MILE t TEE E
where Yu 4 c L h
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Denote by My the common mgt of Yi Yu

It Mylt is defined for all t such that HI h for some hao

Mylt M 4 ÄM Et
is defined for all t such that 14 oh

Now we have

Might Mini IT lEt fMylEt

By Taylor expansion we may write

Myltt My MIGHT a EMI It oft Rylkt
where MILD Mylt

and Ry E Ü It o

We know that

4 0
Mylo Ee L

Vary Va VarX tot L
MÜLo EY 0

f
M 6 EY Vor 4 LEY 2

And concerning the remainder term Ry tt we have

Ryl t Tajo Iff has derivatives
im z o of order K and
no Ent h

for any fixed t o which gives
TAG II GxD

then
1in n Rekrut 0 lim t
an X Xo x a K



So we get

1in µ E 1in µ t Ei t Ry Ent
v n

n

1in z t ICE TuRu LED
v as a

d
e

Kuna Let a az be a sequence of
numbers such that tiny an a Then

II lt E in

D

Renart We do not actually need the assumption that the mgt of the
population distribution exists but it simplifies the proof Asymptotic
Normality of KLINIK can be established assuming only thatTao

ApplicationotCLT e.lt X X be a random sample from a distribution
which is non Normal and has mean µ and variance
ohh D Then

II P Zu KIKI 2 I x

In Zanken µ Int Zdk 1

Ruleofthumb n 30 is large

so that for large n

Int Zdk
is an approximate 1 2 100 LI for µ

What about FLINT where su replaces the unknown r
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Theorie Let X X be a random sample from a distribution
with mean µ and variance 52 0 Moreover

Corollary of let In be a consistent estimator of r based on
Stutzky'sTh X X Then

F D Z where Z Normallo
ÖV

RL The sample variance Si is a consistent estimator of 02
if the 4 moment µ of the population distribution
is finite If si is consistent for oh then

s ts Fr Jz

that is Sn is consistent for 5 since Tx is a
continuous function for o This gives

Finanz 3 z z Normal o

it µ 8

Applications ht X X be a random sample from a distribution
which is non Normal and has mean µ variance 02h D
und Yt moment µ d Then

II PfzudEIFfez

II PLXI Z.IE µ Intz.IE t

xReofthumb n 3o is large
so that for large n

In Zank

is an approximate 1 2 1002 C I for µ 8



Application het X X Bernoulli p f unknown and let In L XY t

We have µ p and Ö pll p
Recall that Efi E HI p so PTH
Therefore

In p
II PEEK zu a

3

II In zu ts Intza Ä na

Rule of thumb
so that for large n reguireminlnpn.in I pn Is

in zu

is an approximate 1 2 1002 LI for f

t.SU

UMARYoFC.I.sF0RTHEMEAhetX
Xn be independent r.us with the same distribution as X

known 1 7 771
X Norm Gr runknown

fünttminEI
X nonNormal
EX u.vark.it ok tk ZdkFn yTahpepIIIaen3O 1 2 1002unknown CIS

so IIntzahI1
Beyondbwpeofwur
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ADDENDUM SLUTZKY'S THEOREM

In If X DX and Yu PL then

4 X DX
4 Xut 1 DX


