STAT 512 su 2021 Exam I

Karl B. Gregory

This is a take-home test. Do mot communicate with classmates about the exam until after its due
date/time. You may

e Use your notes and the lecture notes.
e Use books.
o NOT work together with others.

Write all answers on blank sheets of paper; then take pictures and merge to a PDF. Upload a single PDF to
Blackboard.



1. Copy down this sentence on your answer sheet and put your signature underneath: [ have not collaborated
with any other student on this exam. The work I have presented is my own.

2. Let X be the sum of two rolls of a die and let Y be the remainder when 12 is divided by X.
(a) Give the support X of X.

Solution: We have X = {2,...,12}.

(b) Give the support Y of Y.

Solution: We have Y ={0,...,5}.

(c) Letting g represent the transformation from X to Y, give
i. ¢71(0)

Solution: We have ¢~1(0) = {2,3,4,6,12}.

i g71(1).

Solution: We have g~*(1) = {11}.

(d) Make a table giving the probability distribution of Y of the form

Solution:
y | 0 1 2 3 4 5

P(Y =y) | 12/36 2/36 7/36 4/36 5/36 6/36

We get this from
y | 0 1 2 3 1 5
97 (y) {234,612} {11} {510} {9} {8} {7}
PY=y)=P(Xecg'(y)| 12/36  2/36 7/36 4/36 5/36 6/36
We get the probabilities P(X € g~!(y)) from the probability distribution of X, which we can

write as
x| 2 3 4 5 6 7 8 9 10 11 12

P(X=x) | 1/36 2/36 3/36 4/36 5/36 6/36 5/36 4/36 3/36 2/36 1/36

3. Let X ~ Beta(a, ) and let Y = tan(w(X — 1/2)).
(a) Give the support X of X.

Solution: We have X = (0,1).
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(b)

Give the support ) of Y.

Solution: We have Y = (—o00,00).

Give the pdf of Y.

Solution: We have
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so that

Give the pdf of Y when a = = 1.

Solution: We have

4. Consider the pdf fy(y) =77 1(1 +y*) ! for y € R.

(a)

(b)

(c)

Find the cdf Fy corresponding to the pdf fy.

Solution: We have

v1 1 1 _ 1

Find the transformation ¢ : (0,1) — R such that the random variable g(U) has density fy, where
U ~ Uniform(0, 1).

Solution: The transformation is g(U) = tan(w(U — 1/2)), which is the inverse of the cdf.

Let Y7,...,Y, be a random sample from the distribution with density fy. Find the pdf of the kth
order statistic Y{z) of Y1,...,Y,.

Solution: We have

o = G [% tan™(w) + 5] {1 - (% tan”(v) + 5)] ATT g
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which we can write (cf. Question [3)) as

RS e sl O I GRS )

Interestingly, this means that the kth order statistic of a Cauchy random sample of size n has
the same distribution as the random variable tan(7w(U — 1/2)), where U ~ Beta(k,n — k + 1).

5. Let X; ~ Exponential(A;) and X, ~ Exponential(Ay) be independent rvs for some A, Ay > 0. Define
new random variables ) = X;/X5 and Y3 = Xo.

(a)

(e)

Write down the joint pdf of X; and Xs.

Solution: We have

1 1
le,Xl (xhw?) = )\_e_xl/Al )\_e_xz/AQ . 1(3:1 > O,xQ > O)
1 2

Give the joint support of the rv pair (Y7, Y3).

Solution: The rv pair (Y7, Y2) can take any values in the set Y = (0, 00) x (0, 00).

Give the Jacobian of the transformation from (X7, Xs) to (Y7, Ys).

Solution:
We have
_ . _ -1
Y1 = 371/552 = 91(1’17372) T1 =U1Y2 = G (y1,y2)
_ . — _ _. 1
Yo = Tg =: 92(551,332) To2 = Y2 =!Gy (3/17?/2),
so the Jacobian is 5 5
@yl?/z ngyl%

J(z,y) =
oy Y2 By2 U2

= Y.

_ Y2 Wn
0 1

Give the joint pdf of Y; and Y5.

Solution: For (y;,y2) € (0,00) x (0,00) we have

1 _ 1 _ 1 Y1 1
— y1y2/M1 y2/X2 — _ gL = )
fyl,Y2(y17y2) )\16 A2€ ‘y2’ )\1>\2y2 exp |: Y2 ()\1 + Ag):|

Find the cdf of Y7 by evaluating P(Y; < y;1) = P(X1/Xs < 1) as a double integral.
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Solution: For y; > 0, we have

FYl (yl)

So we have

P(Y1 <)
= P(X1/Xs <)
= P(Xy 2 Xl/yl)
/ / —em/M L e "2/ o day
ﬂﬁl/y A2
/ e/ A1 $1/(y1>\2)dx2dx1
/\1 i 1 xll 1| 40
(E + y1>\2>
_1 (1+ L >
AL \AL U1
_ Y1
N U1 + )\1//\2.
Y1
Fh@n:{ngM 5;8

Give the pdf of Y;.

@ with respect to y or we can
in the answer to part @ Both

fY1 (yl) =

Solution: We can either integrate the joint pdf of ¥; and Y, obtained in the answer to part

take the derivative with respect to y; of the cdf of Y; obtained
approaches give us

A1/ Ag

—(y1 n )\1//\2)2 . 1(y1 > 0).

6. Let Zl7...

R Normal(0,1/n) and let hy, . ..

,h, € R. Find the distribution of S, = >""" | h; - Z;.
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Solution: Useing moment generating functions, we have
My (t) = Mz” hi-2;(t)

= H Mhi'Zi (t)
— ﬁ My, (hi - 1)

_ H exp [(1/n)(h; - t)?/2]

Zz 1 h’L2 t2
n )

= exp 5

which we recognize as the mgf of the Normal(0,n~ Y7 | h?) distribution. So

Sy, ~ Normal <O, nt Z hf) .

i=1

7. Let X; ~ Binomial(n,p) and X, ~ Binomial(ngy, p) be independent rvs. Let Y = X; + X5. Give the
cdf Fy(y) of Y.

Solution: We can find the distribution of of Y using moment generating functions. We have

My (t) = Mx, 1 x,(t)
= My, (t)Mx,(t)
= [pe' + (1= p)I"* - [pe’ + (1 - p)]"™
= [pe’ + (1 —p)™ ™,

which is the mgf of the Binomial(n; 4+ ng, p) distribution. So Y ~ Binomial(n; + ng, p) and has cdf
given by

mtne) Yy (| _ p\matnz—t > ()
p p 5 2
FY(y):{g:tSy( ) ) z<0
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