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These slides are an instructional aid; their sole purpose is to display, during the lecture,
definitions, plots, results, etc. which take too much time to write by hand on the blackboard.

They are not intended to explain or expound on any material.

Karl B. Gregory (U. of South Carolina) STAT 714 fa 2025 linear algebra review 6/6 1 / 21



These notes include scanned excerpts from Lay (2003):
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2 Quadratic forms

3 Singular value decomposition
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Some definitions for symmetric matrices
A symmetric matrix A is a matrix such that A = AT (necessarily square).
The set of eigenvalues of a symmetric matrix A is called the spectrum of A.

Theorem (Spectral theorem for symmetric matrices)
Let A be an n × n symmetric matrix. Then:

1 The eigenvalues of A are all real-valued.
2 For each eigenvalue, the dimension of the corresponding eigenspace is equal

to the multiplicity of the eigenvalue as a root of the characteristic polynomial.
3 Eigenspaces corresponding to different eigenvalues are orthogonal.
4 A is orthogonally diagonalizable, i.e. we can write A = PDPT = PDP−1,

where P is an orthogonal matrix and D is a diagonal matrix.

Prove 3 and 4 (4 by way of Schur factorization).
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Spectral decomposition
For a symmetric n × n matrix A with eigenvalues λ1, . . . , λn and corresponding
unit-norm eigenvectors u1, . . . ,un, the representation

A = PDPT = λ1u1uT
1 + . . . λnunuT

n .

is called the spectral decomposition of A.

Exercise: The matrix A =

[
7 2
2 4

]
has unit eigenvectors

u1 =

[
2/
√
5

1/
√
5

]
and u2 =

[
−1/
√
5

2/
√
5

]
corresponding to the eigenvalues λ1 = 8 and λ2 = 3, respectively.

Check that A = λ1u1uT
1 + λ2u2uT

2 .
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Result (Rank of a symmetric matrix)
For a symmetric matrix, the rank is equal to the number of nonzero eigenvalues.

Discuss how the Spectral Theorem implies the above.
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Quadratic form
A quadratic form on Rn is a function on Rn given by Q(x) = xTAx for some
symmetric matrix A. The matrix A is called the matrix of the quadratic form.

Classifications of quadratic forms
A quadratic form Q(x) is

1 positive definite if Q(x) > 0 for all x 6= 0.
2 negative definite if Q(x) < 0 for all x 6= 0.
3 positive semidefinite if Q(x) ≥ 0 for all x.
4 negative semidefinite if Q(x) ≤ 0 for all x.
5 indefinite if Q(x) takes both positive and negative values.

We apply the same terms to the matrices of quadratic forms: E.g. a positive
definite matrix A is a symmetric matrix such that xTAx is positive definite.
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Result (Symmetry vis-à-vis quadratic forms)
Let A be an n × n matrix. We have

1 xTAx = xT Ãx for all x ∈ Rn, where Ã = (1/2)(A + AT ).
2 xTAx = 0 for all x ∈ Rn implies A = −AT .
3 If A is symmetric, then xTAx = 0 implies A = 0.

Prove the above results.
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Theorem (Principal axes theorem)
Let A be an n × n symmetric matrix. Then there is an orthogonal change of
variable x = Py ⇐⇒ y = P−1x which transforms the quadratic form xTAx into
a quadratic form yTDy in which D is a diagonal matrix.

We call the columns of P the principal axes of the quadratic form xTAx.

Prove the result.
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Theorem (Quadratic forms and eigenvalues)
Let A be a symmetric n × n matrix. Then the quadratic form xTAx is

1 positive definite if and only if the eigenvalues of A are all positive.
2 negative definite if and only if the eigenvalues of A are all negative.
3 infinite if and only if A has both positive and negative eigenvalues.

Prove the result.
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Not all matrices admit a factorization like A = PDP−1, with D diagonal.

But any matrix of any dimension m × n can be factored like A = QDP−1.

Singular value decomposition is a factorization of the latter type.
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Singular values of an m × n matrix
The singular values of A are the square roots of the eigenvalues of ATA.

Typically denote singular values by σ1 ≥ · · · ≥ σn.

Result (Setup for singular value decomposition)
Let v1, . . . , vn be an orthogonal basis for Rn of unit eigenvectors of ATA arranged
so that the corresponding eigenvalues of ATA satisfy λ1 ≥ · · · ≥ λn. Then:

1 The singular values of A are the lengths of Av1, . . . ,Avn.
2 If A has r nonzero singular values, then {Av1, . . . ,Avr} is an orthogonal

basis for ColA and rankA = r .

Prove the results.
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Theorem (Singular value decomposition)
For A

m×n
with rank r there exist orthogonal matrices U

m×m
and V

n×n
such that

A = UΣVT , where Σ
m×n

=

[
D
r×r

0

0 0

]
,

where D
r×r

is diag. with diag. entries σ1 ≥ · · · ≥ σr the nonzero singular vals of A.

Note: The matrices U and V are not uniquely determined by A, but Σ is.

The representation of A as A = UΣVT is the singular value decomposition of A.

Columns in U and V are, respectively, the left and right singular vectors of A.
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Exercise: Find a SVD for A =

 1 −1
−2 2
2 −2

.
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Recipe for reduced singular value decomposition
For an m × n matrix A with rank r :

1 Obtain orthonormal set {v1, . . . , vn} of eigenvectors of ATA with
corresponding eigenvalues λ1 ≥ · · · ≥ λn, of which r are nonzero.

2 Obtain nonzero singular values σ1 =
√
λ1, . . . , σr =

√
λr .

3 Set Ur = [σ−1
1 Av1 · · · σ−1

r Avr ].
4 Set Vr = [v1 · · · vr ].
5 Set D = diag(σ1, . . . , σr ).

Then the reduced singular value decomposition of A is A = UrDVT
r .

We can also construct a low-rank approximation to A. For 1 ≤ s < r , set

As = UsDsVT
s ,

where Us = [u1 · · ·us ], Ds = diag(σ1, . . . , σs), Vs = [v1 · · · vs ].

Useful in image compression!
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# read in color png
library(png)
im_col <- readPNG(source = "your_image.png")

# convert to grayscale with formula from
# https://www.had2know.org/technology/rgb-to-gray-scale-converter.html
im <- 0.299*im_col[,,1] + 0.587*im_col[,,2] + 0.114 * im_col[,,3]
m <- dim(im)[1]
n <- dim(im)[2]

# obtain singular value decomposition
im_svd <- svd(im)
s <- 10 # choose number of singular vectors to keep
Us <- im_svd$u[,1:s]
Ds <- diag(im_svd$d[1:s])
Vs <- im_svd$v[,1:s]

# construct low-rank approximation
im_approx <- Us %*% Ds %*% t(Vs)

# keep grayscale values in [0,1]
im_approx[im_approx > 1] <- 1
im_approx[im_approx < 0] <- 0

# display image
asp <- m/n
plot(NA,ylim = c(0,asp),xlim = c(0,1),type = "n",

xaxt = "n",yaxt = "n",bty = "n",xlab = NA,ylab = NA)
rasterImage(im_approx,0,0,asp,asp,interpolate=FALSE)
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Lay, D. C. (2003). Linear algebra and its applications. Third edition. Pearson
Education.
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