Example Solutions HW 7 – STAT 530 – Fall 2024
PROBLEM 1:

---------------

Use Hotelling's T^2 test and the data in the test score data set (scores on math and reading tests given to a sample of girls and a sample of boys) to test for a difference in the mean score vector of the boys and the mean vector of the girls.

The Hotelling test has an F-statistic of 9.02, with a P-value of 0.00038, which is much less than any reasonable alpha level, such as 0.05.  We reject H0 and conclude the mean vector for boys differs from the mean vector for girls.  (In particular, a quick look at the mean vectors for each sex shows than boys tend to have higher math scores on average than girls, while girls tend to have slightly higher reading scores on average than boys.)
PROBLEM 2:  

---------------

Consider the 'hsb' data set that we have studied in class.  Suppose our goal is to compare the mean vectors (where the variables are the scores on: read, write, math, science, socst) among the different levels of 'ses' (high, middle, and low socioeconomic classes).

(a) Conduct the MANOVA F-test using Wilks' Lambda to test for a difference in 

(read, write, math, science, socst) mean vectors across the three ses classes.  Use a 0.05 significance level, and give the P-value of the test.
The F-statistic of the Wilks test is 3.24 and the P-value is 0.00049, which is much less than any reasonable alpha level, such as 0.05.  We reject H0 and conclude the mean vectors differ for the three levels of SES.
(b) Check to see whether the assumptions of your test are met.  Do you believe your inference is valid?
The chi-square plot of the residuals (shown below) is a fairly straight line, indicating that the assumption of multivariate normality is reasonable.  We may informally check the equal-covariance-matrices assumption by examining the sample covariance matrices for each level:

INDICES: high

             read    write     math  science    socst

read    117.90351 57.02632 67.29825 59.35088 73.64912

write    57.02632 89.16788 53.12039 57.91652 58.43315

math     67.29825 53.12039 75.54870 55.83364 53.09861

science  59.35088 57.91652 55.83364 95.93587 45.58621

socst    73.64912 58.43315 53.09861 45.58621 99.24380

------------------------------------------------------------ 

INDICES: low

            read    write     math   science     socst

read    87.29140 49.91258 51.14755  56.08418  53.12720

write   49.91258 90.06753 51.30574  46.51388  66.01619

math    51.14755 51.30574 78.79648  61.11702  50.03145

science 56.08418 46.51388 61.11702 108.43108  40.44496

socst   53.12720 66.01619 50.03145  40.44496 117.43941

------------------------------------------------------------ 

INDICES: middle

            read    write     math  science    socst

read    88.84211 50.68141 52.38746 54.21501 51.39642

write   50.68141 82.92004 47.80291 43.88231 47.57682

math    52.38746 47.80291 87.52968 44.98824 39.95073

science 54.21501 43.88231 44.98824 79.67816 36.11579

socst   51.39642 47.57682 39.95073 36.11579 99.45644

The covariance matrices seem similar across levels.  (In addition, the formal Kullback test fails to reject the hypotheses of equal covariance matrices; P-value = 0.9993.  The formal Box test also fails to reject the hypotheses of equal covariance matrices; P-value = 0.873.)
[image: image1.emf]0 5 10 15

0

5

10

15

20

Chi-square quantile

Ordered distances


(c) Examine the sample mean vectors for each group.  Informally comment on the differences among the groups in terms of the specific variables.

It appears the high SES class is notably higher in all the components of the mean vector compared to the middle and low classes.  The middle class is somewhat higher than the low class in terms of science and social studies mean scores; the middle and low classes are similar in terms of writing mean scores.

INDICES: high

    read    write     math  science    socst 

56.50000 55.91379 56.17241 55.44828 57.13793 

------------------------------------------------------------ 

INDICES: low

    read    write     math  science    socst 

48.27660 50.61702 49.17021 47.70213 47.31915 

------------------------------------------------------------ 

INDICES: middle

    read    write     math  science    socst 

51.57895 51.92632 52.21053 51.70526 52.03158
PROBLEM 3:

----------------------------

(a) Build a multivariate regression model that relates the three response variables to the five predictor variables.  

Give a summary of the estimated Beta matrix of regression coefficients.

Based on the estimated coefficients (and their corresponding test statistics / P-values), which predictor variables seem to have an important effect on which response variables?

Write a few sentences characterizing the nature of the effect of these predictor variable(s) on the response variable(s).
Beta.hat:

                     [,1]         [,2]          [,3]

(Intercept)  1.8233446559  6.502319364 -0.2406686047

x1           0.1023394985 -0.033527362  0.0122932850

x2           0.0649539785 -0.041921497  0.0170454435

x3           0.0036845202 -0.003041455  0.0002637535

x4          -0.0030205998  0.004732039 -0.0006003742

x5          -0.0009696471 -0.001664020  0.0001343531

Based on the test statistics and P-values, x4 (bases on balls) and x5 (strikeouts) seem to have a strong effect on y2 (Runs Allowed per Game).  Also, x4 (bases on balls) seems to have a significant effect on y3 (team winning percentage) and x4 (bases on balls) seems to have a marginally significant effect on y1 (Runs Scored Per Game). Based on the signs of the coefficients, throwing fewer bases on balls may yield more Runs Scored (which is a bit odd) and a higher Winning Percentage (which makes sense).  And throwing more bases on balls and fewer strikeouts may lead to more Runs Allowed, which also makes a lot of sense.
(b)  Suppose the managers decide to build a relatively older roster of batters and a young roster of pitchers 

and they choose relatively aggressive baserunning and pitching tactics.

Use the multivariate regression model to predict the "Runs Per Game"; "Runs Allowed Per Game"; and "Team Winning Percentage" if the

Average age of batters=29, Average age of pitchers=26, Total Stolen bases=120, Total bases on balls=550, and Total strikeouts=1400.

You can just report point predictions for the three outcome variables (a single number for each outcome variable).

Based on your prediction, will this strategy pay off in success for the team?
> # Let's get a point estimate for the ( Runs Per Game, Runs Allowed Per Game, Team WinningPct) 

> # for a team with BatAge=29, PAge=26, SB=120, BB.y=550, SO.y=1400)

> 

> # The predictor values of interest (including a "1" for the intercept term):

> 

> x0 <- c(1, 29, 26, 120, 550, 1400)

> pt.est <- t(as.matrix(x0,nc=1)) %*% Beta.hat

> pt.est

       [,1]     [,2]      [,3]

[1,] 3.9033 4.348085 0.4485571
We see that such a team is predicted to have 3.9 runs scored per game, 4.3 runs allowed per game, and a winning percentage of 44.9%.  This team would NOT be predicted to be successful, since such a team would allow more runs than it scores, on average, and it would win less than half its games.  So perhaps the team should pursue a different strategy.
EXTRA CREDIT for UNDERGRADS, REQUIRED for GRADUATE STUDENTS:

- Suppose the team wanted to see whether a simpler model, using only the two "pitching tactics" variables (x4 and x5), 

would be sufficient to predict the three outcome variables well.

Perform a formal test to determine whether the simpler model is sufficient, or whether the more complex model is needed.

Use plots of the residual vectors to verify that the model assumptions are satisfied with this data set.

> my.test.stat <-  -(my.n - my.p - 1 - 0.5*(my.r - my.p + my.p.redu + 1)) * log( det(E.mat.full)/det(E.mat.redu) )

> my.test.stat

[1] 8.892291

> p.value <- pchisq(my.test.stat, df = my.r*(my.p - my.p.redu), lower.tail=F )

> p.value

[1] 0.4472756
Based on the P-value of 0.447, we fail to reject H0.  So the simpler model may be sufficient.  We can probably use a model with ONLY the “pitching tactics” variables.

Looking at the residual plots and QQ plots below, we do not see any problems with model assumptions.
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