STAT 518 --- Section 4.2 --- Tests for r X ¢ Tables
* We now consider more general two-way tables:

* In Sec. 4.1 we had two samples in which a two-
category variable is measured on each individual in
each sample.

» Now suppose we have |~ samples in which the same
C. -category variable is measured on each individual in
each sample.

Comparing Multinomial Probabilities Across Several
Independent Samples

* Suppose we have r independent samples, with
respective sizes ni, na, ... , 1. We classify each
individual in each sample into class 1, 2, ..., c.

* Our data (which could be nominal or ordinal) could be
arranged in an r X ¢ table as follows:
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Chi-Square Test for Homogeneity in a Two-Way Table

* This is a basic extension of the two-tailed z-test
comparing p; and p..

Hypotheses: HO: P‘J = FZJ = v = PrJ for ol J .
H,: FLJ 73 de ‘Far‘ somej cmot Hor some L\)k

Test Statlstlc
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which has an asymptotic ,)[— distribution with (- |)(¢-l)
degrees of freedom when Hy is true.

* Note if Hy is true and all the populations have the

same set of class probabllltles, the expected count in cell

(i, j) is the size. of the - 4 Samp Je

times 'H/\e. tbl"opor"‘\‘l:)ﬂ m[-‘ o lose,r\/a:l'levts / ‘F ‘L“ N) —Fn. tnf) in

Cailsory \)

cIfr=c=2,this T= T\ from Section 4.1.

o If T is far from zero, this indicates that o 'S -pq_lse_ o\
Hed the fro\“‘-L H'y distribution  diflers among
‘\‘\Aa. v l‘»w\och onsS.

Decision Rule:
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* The P-value is found through interpolation in Table
A2 or using R.

* Note: The o’ apprommatmn for T is valid for lariCL
samples, say, if o|| £, 's e jreaJLV

OLl/LG'l at  least _L_\_{L_[‘_E o'P Hee E_L‘J"s ave. 37-@:‘1&/- H\c\v\

* If some expected cell counts are too small, two or more
categories could be combined, as long as this is sensible.

Example 1: Page 202 gives test score category counts
from a sample of public school students and from a
sample of private school students. Is the probability
distribution of scores equal for public and private

S3
B sEhégzl students? Use a=0. L{SQ o \b: _(1e) (3D

Eg = =12.94 € €= =2.22
] 3= (2§ '
Datlzzl-g 12- [23Score etc. /
Low Marginal Good ___ Excellent
Private 6 14 17 9 H6
Public 30 32 17 3 2
36 . A 2y 1z [ 123
Ho: F‘J - FzJ r H1: - #; - - .
Test statistic:
2 = z
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Decision rule and conclusion: o |2%

‘Rejed_ Ho £ T X75‘ 3 =7.815 (T“»Ll A2) . Since (72’7>7815
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Chi-Square Test for Independence

* Now we consider observations in a single sample of
size N that are classified according to two categorical
variables.

» Such data can also be presented in a two-way table.

Example: Suppose the people in the “favorite-sport”
survey had been further classified by gender:
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* Two categorical variables: Gwler and SFer"‘

Question: Are the two classifications independent or
dependent?

 For instance, does people’s favorite sport depend on
their gender? Or does gender have no association with
favorite sport?

 Unlike the r-sample problem, in this situation both
column totals and row totals are random (only /V is
fixed).

|



Observed Counts for a r X ¢ Contingency Table
(r =# of rows, ¢ =# of columns)

Column Variable
| 1 2 ... ¢ | Row Totals
1 | On Oz ... O |R1
Row 2|00 02 ... Ox |R:

[ ] .

Variable + - - R
r]On Ov_... Orc_|R:
Col. Totals| C; ¢ ... C |N

Probabilities for a » X ¢ Contingency Table:

Column Variable
| 1 2 ... ¢ |

1|p11 P12 .. Pie IProwl
Row 2{pan  pn ... P |Prow2

Variable - - : S
rlpa D2 eeo Dre__ | Prowr
|pcoll Pcol2 e Peolc I 1

* Note: If the two classifications are independent, then:
pPu= (prow l)(pcol 1) and P12 = (Prow 1)(pcol 2)9 etc.

* So under the hypothesis of independence, we expect
the cell probabilities to be the product of the

corresponding marginal probabilities:

i = (frov) (pent)



Hence if Hy is true, the (estimated) expected count in
cell (i, j) is simply:

N P = N(Prow i)(lej)% !\)(%)(%_) = E}\%}_

%* test for independence

Ho: The classifications are independent
H.: The classifications are dependent

Test statistic:
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where the expected countin cell (j, j)is [ ;=

Decision Rule:

‘R@d&c'\' Ha ;‘p T > %l-—x} (r—I)(C-,)
LT‘LLZ& A2

* The P-value is found through interpolation in Table
A2 or using R.

Note: The same large-sample rule of thumb applies as
in the previous % test.



Example: Does the incidence of heart disease depend
on snoring pattern? (Test using o =.05.) Random
sample of 2484 adults taken; results given in a

contingency table:

Snoring Pattern
Never Occasionally =Every Night

Heart Yes | (24) 35 (51 | 110
Disease @ No | 1355 603 416 | 2374
1379 638 467 | 2484
Expected Cell Counts:
_ (io)i379) o (oxess) .
— = (1. = = WA
2371)(467)
¢ v E— = ( pomst ‘-}‘6 » g
| 23 v 446,32
Test statistic:L L S
B 29 35 A+ ,._S_-lz _l3'>—5 - e
T"‘ G107 o 2%.25 20.6% 1317.93 609,75 M
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Decision rule and conclusion:
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Tests for r X ¢ Tables with Fixed Marginal Totals

e If the table has r rows and ¢ columns and both the row
totals and column totals are fixed, an extended version
of the Exact Test is available.

* In this case, there are no one-tailed alternatives
possible — the hypotheses are simply 'H\& Same Aas —Q; r

‘HM’. ()L'L +€S+ ‘par‘ meoj%ez"fy or ""LG_ .-)["2_ ‘f‘eS'l‘ ‘:[‘97’
{n.cbfeu er/nce—/ Q,Le,f,e,uﬂiuﬁ on  He Saump /fmi seju_{D :
* The P-value are obtained using £isher.test in R, as
the exact null distribution is cambersome.

* The exact P-value is obtained by considering all
possible tables resulting in the given margins, and
sorting these by how favorable to H; they are.

* The exact P-value is the proportion of possible tables
that are a5 o wwore.  favorable to H; as the table
we observed.

Example Data (alteration of bank data to a 3 x 3 table):

Yos (tren
Acct. Rep Teller Dadm A'w\.lys‘f'
White O 5 l 6
Race  Black 2 32 0 5
Asian 2 O \ 3
1 8 2 14

P-value and conclusion: Poval

we = .0564 from R.
A‘{" o<:.05) C_(:{_uno‘f' Conc.lw:ae. ‘Hq.e- fm[oa_ja[[z"'h\f_s &-ﬁ ‘Hu‘.’_

Var lpusb J'oLs J:MEA’ across +Le. racés.



Section 4.3 --- Median Test

* We return to the situation in which we want to know
whether several (c) populations have the same median.

e For ¢ > 2, this is similar to the setup of the Kvus kal-lallis
test.

e For ¢ =2, this is similar to the setup of the Mann - W X +he7
test.

e The difference is in the conditions of the tests:
The M-W and K-W tests assume that under Hy,

‘H/\Q- C FO FL«LL’L:HD ns Lmue. ;olacH Cq_l oll‘S‘}T;LbCHon S .
while the Median Test assumes only that under Hy,

-H,\e, C ’:o}m\d‘l‘ons have He same median .

* So the Median Test can be applied move Se,nera“ 7

e Suppose from each of c populations, we have a
random sample, with sizes ni, na, ..., He.

* We assume that the ¢ samples are independent and
that the data are at least ordinal, so that the “median” is
a meaningful measure.

* Calculate the grand median of al N=n,+n2+ ... + n.
observations, and arrange the data into a 2 X ¢ table:

Samtle
l z -
> Gred Media On O - - - Oi¢ Q

<4 Gorand Median 02|02 - < O,c | b
n N, " Nl N




Hypotheses:

A]\ e roruta;h'ons have Hie same md:‘ah
At lexst 2 Forw[ﬂﬁ_)‘OKS hove, ditferent medians

+ st

* The null hypothesis implies that being in the top row
or bottom row is independent of which column
(population) an observation is in.

* Note that the expected cell count under Hy is

- h o«
Ei Y for the top-row cells, and
E,. = N b for the bottom-row cells.
2L N

So the test statistic, as in the %? test for independence, is

C : 2 C ;\o 2
1= Z (0si = VlNa) N ) (02— >
ha n b

L';l N

T N
L=
which can be simplified into
- & - 2z 2 & >
—-4 (0si— 23 ) [N*5 o ) Na
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O, = hi— D4l

* The asymptotic null distribution of T is ’Ki I

Decision rule:

Reect Ho if T > %[-—«)C_-l



* The P-value is found through interpolation in Table
A2 or using R.

Note: The same large-sample rule of thumb applies as
in the previous 2 test.

* The median test may be generalized to test about any
particular quantile — in that case, the appropriate
“orand quantile” is used instead of the “grand median”.

Example 1: Bidding/Buy-It-Now Data from Section 3.1
notes. At oo =.05, are the median selling prices
significantly different for the two groups?

Data:

Bidding: 199, 210, 228, 232, 245, 246, 246, 249, 255
BIN: 210, 225, 225, 235, 240, 250, 251

Grand Median: 2.%7.5 c¢= /. . 2xc table:

Bl\cul‘nj BIN
> GrendMedin] 5 | 3 |3
£ Grand Mediax 4 o 8
9 7 G

Test statistic T'= |, 2
istic 14 _5_2_ N _3"1—) - G_é)_@}_-_ 0,254
®)(3) 7 ®
Decision Rule and Conclusnon Reje,c:f L £ T> X =2,84

Sin 0.2% /\ t A
e L’ ?5 2. ZL'f we —é\ | “+» rﬁﬂc‘,'" HD CTle oo TAl;,t?
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Example 2: Data on page 221 gives corn yields for four
different growing methods. At o = .05, are the median
yields significantly different for the four methods?

Grand Median: §9 c= ‘1. 2xctable:
Me;Hn.oco
> Grond Median [ 2 3 H 2
G I
-—4- ér‘“’u{ Mdl-c(rl 3 -% -Z) g lg
9 o 7 g
Test statistic

| 34
S Sy 5 S S i _@f),_@@,
T ol |7 s T = i Tk [ 7.5¢

| Decisipn ule and Conclusion:
Refect Ho i T> Y005 3 =781 Siuee 17595 7.8I5

rfﬂec{' Ho and conclude "the median 7”\&{"(3 o iffer ameng the

P-value - pops from R. t methals
Comparison of Median Test to Competing Tests

* The classical parametric approach for comparing the
centers of several populations is the ANOVA F-test.

* In Sec. 5.1 we examined the efficiency of the Mann-
Whitney test relative to the median test when ¢ = 2.

» Of these options, the median test is the most flexible
since it makes the fewest assumptions about the data.

* The A.R.E. of the median test relative to the F-test is
O.(" with normal populations and 2-00 with
double exponential (heavy-tailed) populations.



