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STAT 518 --- Chapter 6 --- Goodness-of-Fit Tests

e Often in statistics, we assume a sample comes from a
particular distribution.

* Goodness-of-fit tests help us determine whether the
assumed distribution is reasonable for the data we have.

Section 6.1: Kolmogorov Goodness-of-Fit Test

* Recall that the empirical distribution function (e.d.f.)

E(x) = S () <— beok's nskction
of a sample is an estimate of the cumulative distribution
function (c.d.f.)

F(—x) = P(X < '>c> Lo all

for the population that the sample came from.

o If S(x) is close to the c.d.f. F*(x) of our assumed
distribution, then our assumption is reasonable.

* If S(x) is far from the c.d.f. F*(x) of our assumed
distribution, then our assumption should be rejected.
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* How to measure the distance between S(x) and F*(x)?

* Kolmogorov suggested using the maximum vertical
discrepancy between S(x) and F*(x) as a test statistic:

T= """~ S(*x)(

xX

e In Chapter 6 we will see several tests that use a type of
maximum vertical discrepancy.

e For the Kolmogorov Goodness-of-Fit test, we assume
only that we have a random sample Xj, X, ..., Xu.

Test Statistic (depends on the alternative hypothesis):

(Two-Sided) T = s;;r) Fo(x) = S ()]
(One-Sided) TV = 5o (FX)- S ()
(One-sided) T = 5 (3() = F*()

e The null distribution of T is tabulated in Table A13 for
n < 40.

 This approach is exact ifF (x) is continuous and
conservehve  if F(x) is discrete.

» Pages 435-436 describe an adjustment to improve the

test if F(x) is discrete, but we will not cover this.

* If n > 40, an asymptotic null distribution can be used
(see equation (5) on page 431).



Possible Hypotheses and Decision Rules
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e The P-values for each case are approximated by

interpolation within Table A13 or found using R.

Example 1: Ten observations are obtained in a sample
which supposedly comes from a Uniform(0, 1)

distribution. The sorted sample is: 0.203, 0.329,
0.382, 0.477, 0.480, 0.503, 0.554, 0.581, 0.621,

0.710. Is there evidence that the hypothesized
distribution is incorrect? (Use o = 0.05.)

|+ - Y.
Picture: HI & oer B2 (Hi( 0\)
oy ook okt

-

= s { s
. l
o Fe)= 00 ws. Ry F(x) # Fla) for some

Test skdishc ! T=0.29 from R.
DQC|‘SI‘¢H rule Ke_jec'i‘ HD ,-p T > [,Jﬁ" =.,40% (quo/e A.]B)

P-value= 1207 from B, Since 0.2 < .409 wi—z{‘&;{)ﬁv
/ i

Y‘%jed HO. C.onc_\uuﬂﬂ “'Lcd‘ -].Le um‘-p [@/|> c:ll'S’,‘f“l'LuJ‘?ld'h
IS yeasonals le_ 10ar Hege datn |



Example 2: A medical team collecting counts of tumors
on kidneys has used a Poisson(1.75) distribution to
model the counts in the past. They gather such counts
on 18 kidneys and obtain this sample: 2,2,4,1,3,1,
4,0,2,2,1,1,0,2,2,3,3,3. Is there evidence that the
count distribution is actually stochastically larger than
previously thought? (Use a =.05.)
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In R, see the function ks . test to perform this test.

A Confidence Band for the True Population c.d.f.
* From Table A13, it is easy to obtain an upper function

and lower function that form a (1 — a)100% confidence
band.

* We can be, say, 95% confident that the entire true
c.d.f. will fall within the 95% confidence band.



* To form the band, simply draw the e.d.f S(x), and add
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to each point to form the upper boundary of the band.

e Subtract W, _,, from S(x) at each point to form the
lower boundary.

o If S(x)— W) _ goes below 0, simply draw the lower
boundary at 0 in those places.

o If S(fx) + W« exceeds 1, simply draw the upper
boundary at 1 in those places.

* See example in R using Example 1 data.
Properties of the Kolmogorov Test
* The two-sided Kolmogorov testis Co ns(stent

against all differences between the hypothesized F*(x)
and the true F(x).

» However, the test is b ased for finite sample sizes.

* The Kolmogorov testis _Move poles ‘G&\ than
the chi-squared goodness-of-fit test (covered in Chapter
4) when the data are ordinal.

* The Kolmogorov test is exact even for small samples,
while the chi-square test requires a large sample size.



