Relationship between a CI and
a (two-sided) hypothesis test:

* A test of Ho: 1= m* vs. Ha: p# m* will reject Hy if and
only if a corresponding CI for p does not contain the
number m*.

/l_-(x: 95 = «=,05
Example: A 95% CI for pis (2.7, §.5).

(1) At o =0.05, would we reject Hy: 1 = 3 in favor of
H.: n#3? /\/O. Hg,(-@} 3 s a N,Qsanq,é /a

v&lu& ‘pﬂ M
(2) At a=0.05, would we reject Ho: 1 =2 in favor of H,:
nz2? \/ﬁs 72 s r\o‘l‘ o fMSOV\chsze WJHQ

—-pgr M (H‘ Apn.HS OUL-'-SJ; ‘H/\Q ?SZ CI)

(3) At o =0.10, would we reject Ho: u =2 in favor of H,:
n#2? \{eS, 7 WOL(IA C_E/V“""f-f"’l z7 oL_lSo ,0& outs totﬁ

—}'LQ (nar"row&r) ?OZ CT ’IQPV‘ Hu's SQVV‘PZQ'

(4) At a=0.01, would we reject Hy: )L = 3 in favor of H,:
REIT Ny, 3 would ce,r'??u‘n{7 also be

wside the (wider) 997 T br Hhis
SOLWL}D{Q,
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Power of a Hypothesis Test

* Recall the significance level o is our desired
P(Type I error) = P(Reject Ho | Ho true)

The other type Of; error in hypothesis testing:
Typell error= [ || 4 t‘ejerfr He l HD 1Cq,l5e,

P(Typelerror) =B = P(Ril o ceject Ho | Ho false)

The power of a test is F(RQ‘S{C’(— Ho l Ho Alse_)
= |-B

* High power is desirable, but we have little control over
it (different from o)

f

Calculating Power: The power of a test about 1
depends on several things: o, n, ¢, and the true .

Example 1: Suppose we test whether the true mean

nicotine contents in a population of cigarettes is greater
than 1.5 mg, using o = 0.01.

Ho:ﬂ:lus Haﬂ>}§

We take a random sample of 36 cigarettes. Suppose we
know ¢ = 0.20 mg. Our test statistic is

7{"/"{0 X =15

r— e

G/\ﬁ'{' 0.20/\1_3,6_




We reject Hy if: £ >Z.Ol = 2.3%26

= >2.32¢ => ~
0.28 A =, X > 1.5775

* Now, suppose i is actually 1.6 (implying that Hy is
false). Let’s calculate the power of our test if n=1.6:

P(X >1.5775 =1.6 X —1.6 1.5775—I,é>
( > / . ) F(‘”—/r' > e -
P(Z2 > -0.68)

This is just a normal probability problem!
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-0.63 O
f(z>-0.08y= . 7517

= F(Rﬂjfd HO',}A:—LQ> = 075',7
= Powe,r w hen H‘—'—\aé s 7517/

* What if the true mean were 1.65?

P(Y>I.5775[M='v65> -
= F(Z > ‘291?): L1854 ‘///}////(/4.

 The farther the true mean is into the “alternative ~2'% ©
region,” the more likely we are to correctly reject Hy.

L4854
Verify:




Example 2: Testing Ho: p = 0.9 vs. H.: p <0.9 at

a = 0.01 using a sample of size 225. /:i.ol
K&J@Cf Ho o 2 = F*O‘? < —9.32¢
\(a.?)(o.!)
225

— L {;-—0-7<—-0.0Lf65’
> f p < 08535

Suppose the true p is 0.8. Then our power is:

P(t<08535 | p=08)

$-08 3536’ 0. %
,_F< [(0:8)(0.2) (08)(02)
zlS 225

:P(g < 2,01>

Power 15 0,97 7% when 2.0
’HAQ— ‘TTué_ v> is O%




STAT 515 -- Chapter 9: Two-Sample Problems
Paired Differences (Section 9.3)

Examples of Paired Differences studies:
* Similar subjects are paired off and one of two
treatments is given to each subject in the pair.
or
* We could have two observations on the same subject.

The key: With paired data, the pairings cannot be
switched around without affecting the analysis.

S&WY|& 1 Seumple 2
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We typically wish to perform inference about the mean
of the differences, denoted pip.

Example 1: Six students are given two tests, one after

being fed, and one on an empty stomach. Is there

evidence that students perform better on a full

stomach? (Assume normality of data, and use o =.05.)

oﬁ dﬂﬂ{hrances

Student

Scores | 1 2 3 4 5 6

Xi (with food) | 74 71 82 77 72 81

X2 (without food) | 68 71 86 70 67 80




Mp = M= Mo
Calculate differences: D=X;-X3
D: o
é) O) Lf) 7) 5‘) |
Ho: Pp=0 vs. Hat Mp 70

R
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(From t'—’tﬂb@ + > 2.015 o

ginc,& L"f"’7#2.0l5‘) W -Fa.ll -|—D rgje_c_{‘ Ho, bx)& Cannst

wnc,ua(& H«e students PUWCD\’W& better on a [ stomach .
Example 2: Find a 98% CII for the mean difference in

arm strength for right-handed people (measured by the
number of seconds a certain weight can be held

t =

extended).
Person
| 1 2 3 4 5 6 7
X1 (Right) | 26 35 17 47 22 16 32
Xz (Left) I 20 31 10 38 23 16 29
D: 6 17 903

L’> Xl'-x?__




Assume the population of  dfferences s
normq,u7 J\‘s‘l—r}}odﬁo(.

—

Interpretation: With 98% confidence, the mean right-
arm strength is between 0.336 seconds less and 8.336
seconds greater than the mean left-arm strength. (We
are 98% confident the mean difference is between
-0.336 and 8.336 seconds.)

Note: With paired data, the two-sample problem really
reduces to a one-sample problem on the sample of
differences.




Two Independent Samples (Section 9.2)

Sometimes there’s no natural pairing between samples.

Example 1: Collect sample of males and sample of
females and ask their opinions on whether capital
punishment should be legal.

Example 2: Collect sample of iron pans and sample of

copper pans and measure their resiliency at high
temperatures.

No attempt made to pair subjects — we have two
independent samples.

We could rearrange the order of the data and it
wouldn’t affect the analysis at all.
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