How SAS does (T,

e Another option: Force the last 7i=0.

® These options give different numerical estimates for
the parameters, but all conclusions about effects and
contrasts will be the same.

Unbalanced Data
¢ Using the standard ANOVA formulas is easy, but it
will give wrong results when data are unbalanced

(different numbers of observations across cells).

e Dummy variable approach always gives correct
answers.

Illustration: A unbalanced 2-factor factorial study. C
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e Question: Does factor A have a significant effecton | > | 7,7
the response? (For simplicity, ignore any interaction
between A and C for this example).

Recall: Our F-statistic formula for this type of test was:
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e This formula is based on the variation between the
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® For the Table 11.3 data:
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— Based on this, there is some sample variation
between the means for levels 1 and 2 of factor A.

e However, let’s look at the sample means for levels 1
and 2 of A, separately at each level of C:

For level 1 of C:
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For level 2 of C:
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® These results imply that (at each level of C) there is no
sample variation between the means for levels 1 and 2 of
factor A.



e Which conclusion is correct?

e Our model is (recall there is no interaction term):
\/gk = Mt X XJ‘ + Ejk
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e So these do estimate the true difference in the means
for levels 1 and 2 of factor A.

But... Yl.. - Yz.. , for these data, is:
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e This is not the true difference in factor A’s level
means that we wanted to estimate.

e For balanced data, the magnitudes of all the
coefficients would be the same and everything would
cancel out properly.

e With unbalanced data, we need to adjust for the fact
that the various cell means are based on different
numbers of observations per cell.

e Using a dummy variable regression model implies the
effect of factor A is estimated holding factor C constant
— produces correct results.

e Analysis for unbalanced data involves the least
squares means, not the ordinary factor level means.

® The least squares mean (for, say, level 1 of factor A) is
the unweighted average of the cell sample means
corresponding to level 1 of factor A. With unbalanced
data, this is different than simply averaging all response
values for level 1 of factor A. (see example)

e With unbalanced data in the two-way ANOVA, our F-
tests about the factors use the Type III sums of squares,
rather than the ordinary (Type I) ANOVA SS.

e See example for calculating these F-statistics
correctly.



Example: (Table 11.3 data)

—Pv e Least squares means:
-

Level 1 o8 Fackr A: 22 =-¢.5
Lor Level 2 of Factor A = - ¢.S
for Level L of Fretr ¢ 5. o
Lor Level 2 of Facter C 3+¥ 2

e Correct F-tests about factor effects:

"Dan& \oa\SMQ on Tﬂ:e_ 1L SS wLu\aL uses oo "l"‘“"“"‘f
variable rejressiw\ mode| and  £ull vs. reduced model F-TesTs.

- No Sijniqﬁicawd‘ AxC. interaction.

~ Fackor A wain-eflects F-test had o Pualie of 1,
CFacter O main-eflect F-test had a Fvalue of L05Y

® More complicated example: Suppose A has 3 levels

and C has 2 levels. based on
TyFe I <S

e Now we need to use 3 — 1 =2 dummy variables for A

and 2 — 1 =1 dummy variable for C.
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A 7 5 7.9 AxC l'n"‘Q-Y‘OL‘C.'HOh was net 52311]’(11C4m+.
! FoLc,‘}'D*" A main-eflects E£-test had
EREN |2 P-value .0305.
— Factor C main-effects F-test
hed  P-value ,0703 |




