
STAT	206	FINAL	EXAM	Formula	Sheet	
	 Binomial:	

Discrete	Probability	Distributions:	 𝑃 𝑋 = 𝑥 𝑛, 𝑝 =
𝑛!

𝑥! 𝑛 − 𝑥 !
𝑝*(1 − 𝑝)./*	

𝜇 = 𝐸 𝑋 = 𝑥2 𝑃(𝑋 = xi)	 𝜇 = 𝐸 𝑋 = 𝑛𝑝	

σ = [𝑥2 −𝐸 𝑋 ]5𝑃(𝑋 = 𝑥𝑖)	 𝜎 = 𝑛𝑝 1 − 𝑝 	

Sample	Size	Calculations:	 Normal:	

𝑛8 =
𝑧5𝜎5

(𝑀𝑂𝐸)5
	 𝑧 =

(𝑥 − 𝜇)
𝜎

≈
𝑥 − 𝑋
𝑠

	

𝑛8 =
𝑧 5𝑝 1 − 𝑝
(𝑀𝑂𝐸)5

	 x	=	μ	+	Zσ	

	 Sampling	Distributions:	
Confidence	Intervals	(one	sample):	

𝜇> = 𝜇											and										𝜎> =
?
.
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	CI	for	p	=	𝑝±	z @(A/@)
.

,	where	𝑝 = #CDEE8CC8C
.

	

CI	for	µ	=	𝑋	±	z( ?
.
)	

CI	for	µ	=	𝑋	±	t( C
.
)	

Hypothesis	Tests	(one	sample):	 𝜇@ = 𝑝										and										𝜎@ =
@(A/@)

.
	

𝑍H8CH =
𝑋 − 𝜇
𝜎
𝑛

	 𝑍H8CH =
𝑝 − 𝑝

𝑝(1 − 𝑝)
𝑛

	 𝑡H8CH =
𝑋 − 𝜇
𝑠
𝑛

	 𝑍 =
(𝑝 − 𝑝)
𝜎@

=
(𝑝 − 𝑝)

𝑝(1 − 𝑝)
𝑛

	

Confidence	Intervals	(two	samples):	 Hypothesis	Tests	(two	samples):	

𝐶𝐼	 𝑑𝑖𝑓𝑓	𝑖𝑛	𝑝𝑟𝑜𝑝𝑜𝑟𝑡𝑖𝑜𝑛𝑠 = (𝑝A − 𝑝5) ± 𝑍
𝑝A(1 − 𝑝A)

𝑛A
+
𝑝5(1 − 𝑝5)

𝑛5
	

𝑍H8CH =
(𝑝1 − 𝑝2) − (𝑝1 − 𝑝2)

𝑝(1 − 𝑝)( 1𝑛A
+ 1
𝑛5
)
, 𝑤ℎ𝑒𝑟𝑒	𝑝 =

𝑋1 + 𝑋2

𝑛1 + 𝑛2
		

𝐶𝐼	 𝑝𝑎𝑖𝑟𝑒𝑑	𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 = 𝐷 ± 𝑡(CZ
.
),	(dependent/related	populations)	 𝑡H8CH =

𝐷 − 𝜇[
𝑠[
𝑛

, 𝑤ℎ𝑒𝑟𝑒	𝐷2 = 𝑝𝑎𝑖𝑟𝑒𝑑	𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒	

𝐶𝐼 𝑑𝑖𝑓𝑓	𝑖𝑛	𝑚𝑒𝑎𝑛𝑠 = (𝑋A − 𝑋5) ± 𝑡 𝑠@]]^5 ( A
._
+ A)

.`
),	(independent,	variances	=)	

𝑡H8CH =
(𝑋1 − 𝑋2) − (𝜇1 − 𝜇2)

𝑠𝑝𝑜𝑜𝑙
2 (

1
𝑛1

+
1)
𝑛2
)

	

	 𝑡H8CH =
(𝑋1 − 𝑋2) − (𝜇1 − 𝜇2)

𝑠1
2

𝑛1
+
𝑠2
2

𝑛2

	
Chebychev	Rule:	
data	within	indicated	interval	is	at	least	(1	-	1/k2)	x	100%	
Empirical	Rule:	 Counting	Rules:	

μ	±	σ	è	68%	
μ	±	2σ	è	95%	
μ	±	3σ	è	99.7%	

Rule	1:		k	events	on	each	of	n	trials,		

#	outcomes	is	k
n
	

Probability	Rules:	
P	( CA )	=	1	–	P(A)	 and	P(A)	=	1	–	P(Ac)	 Rule	2:		k

i
	events	on	n	trials,		

#	outcomes	is	(k
1
)(k

2
)…(k

n
)	

Rule	3:	arrange	n	items	in	order	is		
n!	=	(n)(n-1)(n-2)…(1)	

Rule	4	(PERMUTATIONS):	x	objects	selected	
from	n	objects	in	order	is	

n
P
x
	= .!

./* !
	

P	(A	or	B)	=	P(A)	+	P(B)	–	P(A	and	B)	
Independent	events:		P	(A|B)	=	P	(A)	
	 P	(B|A)	=	P	(B)	
	 P	(A	and	B)	=	P	(A)	*	P	(B)	

Conditional	Probability:	P	(A|B)	=	
P(A	and	B)

P(B) 		

Multiplication	Rule:		
P	(A	and	B)	=	P	(A|B)*	P	(B)	=	P(B)	*	P(A|B)	

Calculating	Sample	Statistics:	
	
	
	

Rule	5	(COMBINATIONS):	x	objects	selected	
from	n	objects,	irrespective	of	order	is		

n
C
x
	= .!
*! ./* !

	

	
Chi-Square	Statistics:	

c2= (bc/bd)`

bd
,	where	𝑝 = *_e*`

._e.`
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