
STAT 511 Fall 2016 Midterm Exam Two (Practice) Name:

Ground Rules:

1. Exam 2 contains 6 questions. The maximum number of points on this exam is 100.

2. Exam 2 covers from Page 45 to Page 95 of the lecture notes.

3. Print your name at the top of this page in the upper right hand corner.

4. This is a closed-book and closed-notes exam. You may use a calculator if you wish, but show

all of your work and explain all of your reasoning!!!

5. Any discussion or ortherwise inappropriate communication between examinees, as well as the

appearance of any unnecessary materials, will be dealt with severely.

6. Things that can only be used during the exam:

• A TI-83 or equivalent calculator (no other electronic devices can be used)

• Pen

• Scratch papers that are provided along with the exam.

7. Keep 4 decimal places if needed.

8. You have 80 minuets to complete this exam. GOOD LUCK!

Honor Pledge for This Exam: After you have finished the exam, please read the following

statement and sign your name below it.

I promise that I did not discuss any aspect of this exam with anyone other than the instructor,

that I neither gave nor received any unauthorized assistance on this exam, and that the work presented

herein is entirely my own.

1

This practice
exam contains |o questions

see how I answered

these practice questions



836 Appendix 1 Matrices and Other Useful Mathematical Results

The Binomial Expansion of (x + y)n Let x and y be any real numbers, then

(x + y)n =
(n

0

)
xn y0 +

(n
1

)
xn−1 y1 +

(n
2

)
xn−2 y2 + · · · +

(n
n

)
x0 yn

=
n∑

i=0

(n
i

)
xn−i yi .

The Sum of a Geometric Series Let r be a real number such that |r | < 1, and m be
any integer m ≥ 1

∞∑

i=0

r i = 1
1 − r

,
∞∑

i=1

r i = r
1 − r

,
m∑

i=0

r i = 1 − rm+1

1 − r
.

The (Taylor) Series Expansion of ex Let x be any real number, then

ex =
∞∑

i=0

xi

i!
.

Some useful formulas for particular summations follow. The proofs (omitted) are
most easily established by using mathematical induction.

n∑

i=1

i = n(n + 1)

2

n∑

i=1

i2 = n(n + 1)(2n + 1)

6

n∑

i=1

i3 =
(

n(n + 1)

2

)2

.

Gamma Function Let t > 0, then !(t) is defined by the following integral:

!(t) =
∫ ∞

0
yt−1e−ydy.

Using the technique of integration by parts, it follows that for any t > 0

!(t + 1) = t!(t)

and if t = n, where n is an integer,

!(n) = (n − 1)!.

Further,

!(1/2) =
√

π .

If α, β > 0, the Beta function, B(α, β), is defined by the following integral,

B(α, β) =
∫ 1

0
yα−1(1 − y)β−1dy

and is related to the gamma function as follows:

B(α, β) = !(α)!(β)

!(α + β)
.

Formula Sheet ( 3 Pages )



APPENDIX 2

Common Probability
Distributions, Means,
Variances, and
Moment-Generating
Functions

Table 1 Discrete Distributions

Moment-
Generating

Distribution Probability Function Mean Variance Function

Binomial p(y) =
(

n
y

)
py(1 − p)n−y ; np np(1 − p) [pet + (1 − p)]n

y = 0, 1, . . . , n

Geometric p(y) = p(1 − p)y−1;
1
p

1 − p
p2

pet

1 − (1 − p)et

y = 1, 2, . . .

Hypergeometric p(y) =

(
r
y

) (
N−r
n−y

)

( N
n

) ;
nr
N

n
( r

N

) (
N − r

N

) (
N − n
N − 1

)
does not exist
in closed form

y = 0, 1, . . . , n if n ≤ r ,
y = 0, 1, . . . , r if n > r

Poisson p(y) = λye−λ

y!
; λ λ exp[λ(et − 1)]

y = 0, 1, 2, . . .

Negative binomial p(y) =
( y−1

r−1

)
pr (1 − p)y−r ;

r
p

r(1 − p)

p2

[
pet

1 − (1 − p)et

]r

y = r, r + 1, . . .
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838 Appendix 2 Common Probability Distributions, Means, Variances, and Moment-Generating Functions

Table 2 Continuous Distributions

Moment-
Generating

Distribution Probability Function Mean Variance Function

Uniform f (y) = 1
θ2 − θ1

; θ1 ≤ y ≤ θ2
θ1 + θ2

2
(θ2 − θ1)

2

12
etθ2 − etθ1

t (θ2 − θ1)

Normal f (y) = 1

σ
√

2π
exp

[
−

(
1

2σ 2

)
(y − µ)2

]
µ σ 2 exp

(
µt + t2σ 2

2

)

−∞ < y < +∞

Exponential f (y) = 1
β

e−y/β; β > 0 β β2 (1 − βt)−1

0 < y < ∞

Gamma f (y) =
[

1
!(α)βα

]
yα−1e−y/β ; αβ αβ2 (1 − βt)−α

0 < y < ∞

Chi-square f (y) = (y)(v/2)−1e−y/2

2v/2!(v/2)
; v 2v (1 − 2t)−v/2

y > 0

Beta f (y) =
[

!(α + β)

!(α)!(β)

]
yα−1(1 − y)β−1;

α

α + β

αβ

(α + β)2(α + β + 1)

does not exist in
closed form

0 < y < 1



Question 1. Suppose that Y has a geometric distribution with success probability p. Let

F

Y

(y) = P (Y  y)

denote the cumulative distribution function of Y .

(a) Show that F
Y

(a) = 1� (1� p)a for any positive integer a.

(b) Using the results in (a), argue that the geometric distribution possesses the memoryless prop-

erty; i.e., show that for integer b > 0,

P (Y > a+ b | Y > a) = P (Y > b).

(c) Show the mgf of Y is given by

m

Y

(t) =
pe

t

1� qe

t

,

where q = 1� p, for t < � ln q. Make sure you argue why t < � ln q.

3

Ca ) fylat PLYEA ) =L - PH > a)
,

- ( is the # of trials to observe the 1st success
.

event Y > a means the first success arrives after the aeh trial

In other words
,

the previous a trials are all failure

So PCY > at p( the first aerials all fails ) = Ctp )
"

⇒ Fylal = 1- Ctp )
"

PM > atb A Y > a )
(b) PLY > Atb IY > a) =

-

PLY > a)

Since b > 0
, Y > Atb ny > a = Y > atb

so PCY > atb RY > a) =p ( Y > atb ) = I - Ptkatb )

=t Fylatb ) = C-pyatb



ply , a) = 1- Fylak CTPJ
"

,
PLY> b) = Ctplb

So
,

PCT > atbly > b) PCY
> atb ) ( + path

= pay
= #

=CtBb=Pc 's > b)

s

(3) Myltt E[ et 's
] ⇐epmfof Yis

= I ett ( + pjttp
telytctpptp .

I fer Y = 1. 2,3
,

-
-

.
. ]

is

=

petE@ta.p
,]t

'y=i
= pet Fao #atD

'

by the formula IF are # if lrkl

we have
, if letcrpskl

M.cl#=petxffp=nPqeeI
where q=tP .

when letup )|4

we have etqcl

eeate
t< ln 'z=tnq .



Question 2. Past studies have shown that 1 out of every 10 cars on the road has a speedometer

that is miscalibrated. For this problem, assume that di↵erent cars are independent and that each

has the same 1/10 probability of being miscalibrated.

(a) Suppose that we continually observe cars until we find the first car with a miscalibrated speedome-

ter. Let Y denote the number of cars that we will observe. Write the pmf for Y and computer

P (Y  6). Further find the mean and variance of Y .

(b) Suppose that we continually observe cars untile we find the second car with a miscalibrated

speedometer. Let Z denote the number of cars that we will observe. Identify the distribution of

Z, compute P (Z = 4), P (Z  3), and find the mean and variance of Z.

4

Important to

(a) Y~Geom( P= to ) pantone
the support of

Pmf
: fylyt a- pit 'p= %) th ,÷

forgetful
.

{
o ,

otherwise

PCYE 6) = geomeecdf ( p= .
I

,
6) =

.

...

ECY )=p+=y,÷=1o

vc.de#=yy.Iz=9yE=9o
( b ) 2- ~ nib ( r=2

, f- to )

PLZ = 4) = pxbinompdf ( 4- I
, P ,

2- I ) =
.  . .

PIZ E3)=tbinomcdf ( 3. P,
2- 1) =

.  . . .

ECZ )=tp= 20
,

VCZ )=MpEPt= 180



Question 3. In my fish tank at home, there are 20 fish. Seven have been tagged. If I catch five fish

(and random, and without replacement), let Y denote the number of tagged fish that I have caught.

Identify the distribution of Y , compute P (Y = 2), P (Y  3), and find the mean and variance of Y .

5

Y - hyper ( N=2o ,
n=5 .

r=7 )

PlY=2j= (2) ( 25'
)

F)
=

 
.  . .

Ptk 3) = PlY=o)tPC
' f- 1) tPlY⇒)tPlY=3 )

= riffraff differed
=

.  . .
.

ECY ) = nxtyf = 5×23=1.75

VHK nxhfxl ME )×(MET)

=5×zo×'I× :# =
...



Question 4. Suppose that Y , the number of infected trees distributed on a square-acre plot, follows

(approximately) a Poisson distribution with mean � = 3.

(a) What is the probability a single square-acre plot will contain 2 or fewer infected trees?

(b) The time, T , (measured in hours) needed to locate and treat all infected trees is thought to be

a linear function of Y . One researcher assumes that T = 2Y +3. Find the mean and variance of

T .

(c) Suppose that we continually observe square-acre plots (in a very large forest) until we observe

the fourth plot with 2 or fewer infected trees. Let X denoted the number of plots we will need

to observe. Write down the pmf for X and compute P (X = 6). You many assume that the

square-acre plots are independent.

6

Mikhail
.i=3 )

(a)

PCYE
2) = Poisson # ( 3. 2) =

.  .
. E(ay+b)=aElY)tb

(b) ECT )= E(2Yt3)=2EHH3Ha 'Hb)=a2vH )

-

 -2×3+3=9

VCT ) = V (24+3)=22 Vly )= 4×3=12

(C) X - nib(r=4
, P=PlYe2 ) )

9
you

should have find P from @ )

Pmf :

f×(×)={( II ,

)F4TtPY€x=4.s6
,

-
-

] otherwise

P(X=6)= pxbinompdflct ,
P ,

4- D= - ...



Question 5. Suppose that the random variable Y has the pdf

f

Y

(y) =

8
><

>:

cy, 1 < y < 5

0, otherwise.

(a) Find the value of c which makes this a valid pdf, and grad this pdf. Is this a named distribution?

If so, which one is it?

(b) Find the cumulative distribution function F

Y

(y). Remember that the cdf is defined for all

�1 < y < 1. Graph the cdf.

(c) Compute E(Y ) and V (Y ) without using the mfg.

(d) Derive the mgf of Y .

(e) Find P (2 < Y < 4).

Note: I want very detailed graphs.

7

fyly 7

⇐ih¥E.

(a) ciifyly ) zo ⇒ Cao

Ciistftoofyly)dy= FP cydy = £-515 ,=£×k5nD=i2c

⇒ Gets

This is not a named distribution Note Efy)=fLfym)du

(b) when yetFycytffodnO
trail T

Fyly )

x

when yes Fyly)=
flaodntSY

TY du 1- . - -

Faa-1
=ot¥h=¥ .

.tk,
when yzs

 

fyly ) = I. odutffiatdntffoodn
= 1



(c)

Ecyj-fFyfylndy-f5YxIdY-zLfsl5pl2z5jlIEcyrkfFy2fyyidy-f55xItdy-fIh5y62ffa.VkkEcygfayFs-sw@1Myto-EfettI-f.Fetyfylyidy-f5E9xifdy-Ef5yetsdywhentto.seeu.y

,d✓=e⇒dy⇒

v-ttetdzlf5yetydy-tzSFndv-tsx@ul5-fFvahy-H2xf1eetyl5-f5teetsdytg-iIxsCsEeseteeg.daeeyKlzEEeeeEe5ttEeeywhent-o.M

, (e) = Mylo)=|E[e0
"

]=EE]=l
✓ LEO

S . Matt { -

1 ,
to



@ ) Plzcyc 4) = f! fundy

= fY÷ady

= ¥5142

= 1624=0.5



Question 6. In the article “Modelling sediment and water column interactions for hydrophobic

pollutants” (Water Research, 1984, 1169-1174), the authors model sediment density in a particular

region (Y , measured in g/cm) as a normal random variable with mean 2.65 and standard deviation

0.85.

(a) In this region, what is the probability that a sediment specimen exceeds 3.80 g/cm?

(b) Suppose you do not know the value of the mean of Y , but you know the standard deviation is

0.85 and the probability P (Y > 3.8) = 0.05. Find the mean of Y .

(c) Suppose you do not know the value of the standard deviation of Y , but you know the mean is

2.65 and the probability P (Y > 3.8) = 0.05. Find the standard deviation of Y .

8

(a) Y~N( 2.65
,

0.852)

PLY > 3. 8) = normalcy ( 3.8
,

1099,2-65,0-85)

( b ) Now , Y~ NC µ ,
0.85 ) where µ is unknown

by standardizing 's
,

we have

z.t.gs#~NC9l
)

PLY> 3. 8) = P(to¥ > 31ft )

=P ( z > 3%47=0.05

So p(z< 3%4=0.95
3. 8- M

⇒ #
= tnv Norm ( 0.95

,
0

,
l )

µ= 3.8 - 0.85 xin Norm ( 0-95,0 , 1) =
.  .

.
.



(C) Y~µ( 2.65
,

62 ) where now Gis unknown

Similarly Z= ¥665 ~NC° .
1 )

PCY > 3. 8) = P( woes >3-8=65,

=P( z > ¥ ) -0.05

Plzc told ) = 0.95

1¥ = vnvhlom ( 0.95
,

0,1 )

G= 1.15µm (0.95-0.1)

=
.  .

.
.



Question 7. For a certain class of new jet engines, the time (in years) until an overhaul is needed

varies according to the following probability density function:

f

Y

(y) =

8
><

>:

1
4e

�y/4
, y > 0

0, otherwise.

(a) Is this a named distribution? If so, what is it?

(b) Derive the cumulative distribution function of Y .

(c) Find the probability that one of these engines will need an overhaul during its first year.

(d) Find E(Y ) and V (Y ).

(e) Find the mgf m
Y

(t).

(f) Find P (Y > 4|Y > 1).

9

(f) Memory less Properly

PCY > 414 > 1) = PLY > 3)

=1 - Fy 137 = e-
¥

(a) Yn Exponential ( B=4 )

(b)
fyly )= {

1- £¥
' T > °

Page 84 of  the beam

0 otherwise Notes

(C) PLYC 1) = Fyci )= 1- e-
¥

(d) Etc ) =P=4 .

VH )=p± 42=16

a meter ¥

if.ca#ngEeiItbhItEYY

must
.

=#e
ifecgt

.

Page 82

↳
oheokfmnla

sheet



Question 8. An environmental engineer at a large gravel company models Y , the monthly gravel

sales (in thousands of tons) as a random variable with pdf

f

Y

(y) =

8
><

>:

c(1� y)3, 0 < y < 1

0, otherwise.

(a) Find the value of c.

(b) Is this a named distribution? If so, what is it?

(c) Compute E(Y ) and V (Y ).

(d) Find P (Y < 0.3).

(e) Find the median, �0.5, of this distribution.

(f) Suppose that the monthly revenue (in $100,000) from gravel sales is given by R = 10(1 � Y ).

Find the mean and standard deviation of R. What is the probability that the monthly revenue

exceeds $500,000?

10

→ since Y ~ Beta

.ECY )= # = 5

vcyt .

I =
4-

CLTPJHTPH ) 52×6

(a) Notice the support is Ocycl ,

same as Beta distribution

the kernel is Ctyp.=y°ctyP=y"×( tgj
"

So Y~ Beta ( £1
, f- 4)

⇐ Edith .int#a,=IF=a
(b) Been 1,4 )(d)p(

' KO
.

3) = Son 4c , . ypdy ← TI -84

set u=i - y
.

daily

Pliko .

3 )= Stop 4×n3tdn)= fat
,

4u3du=u4H
,

= 1- 0.74 =
- . . .



(e) P( ' K 06.57=0.5

fo&5 4c typdy =as

Let u=ty du= . dy

we have os= flj? 4u3tdu )

=

u4|
|

t $0.5

4

= 1- C I - %
. )

(1-01*14=0-5

% .s= 1- last
#

=
.  -

.

Cf ) R= 10×(1-4)=10-104

ECR )= 10 - lox EH ) = 10 - lox # = 10-10×51=8

Variance → ✓ ( R) = 102 ✓ (f) = loox #

So
,
the standard

@tH4xtfi )

4

deviation is 2€67 = 100 × ¥6 =¥±2. 6667

P( R > 5) =P ( loxlty ) > 5) =P ( t 's > as )=P( Yeas )

=fo* sectypdy = f. baidu.ua/las=tCo.sT4= .  
-

.



Question 9. In a toxicology experiment, Y denotes the death time (in minutes) for a single rat

treated with a certain toxin. The pdf for Y is given by

f

Y

(y) =

8
><

>:

cye

�y/4
, y > 0

0, otherwise.

(a) Find the value of c that makes this a vlid pdf.

(b) Is this a named distribution? If so, what is it?

(c) Find E(Y ) and V (Y ).

(d) Find P (Y < 5) and P (Y = 5).

(e) Find the mgf m
Y

(t) of Y .

11

not on formula sheet
,

but it is a must ! ! !

choke¥iI(e) Myth # )
'

Itt treat
.

@ ) the support y > 0
,

same as Gamma distribution

the kernel yeik =y
"

e-
%

⇒ a⇒
, f- 4

Y~ Gamma ( 2=2
,

f- 4)

C= aha = pH' 'T

(b) Yes
,

Gamma ( 2
, 4)

(c) ELY ) = df=8 Vlttdfi 32

(d) PC Y= f) = 0 Since Y is a continuous rv
.

PL 'k5)=fo5 ¥ ye '¥dy =
...

TI . 84



Question 10. Explosive devices used in mining operations produce (nearly) circular craters when

detonated. The radius of these craters, say R, follows a uniform distribution with ✓1 = 0 and ✓2

unknown. The area of the crater is Y = ⇡R

2. Suppose E(R) = 20.

(a) Find the value of ✓2.

(b) Find the mean of Y .

(c) Find the probability that P (Y > 100⇡).

12

R~UCO.o.ae )

(a) ECR
)=0¥2=-022=20 .

02=40

( b ) ECY ) = ELIR
'

)= IECR
'

)

ECR )=2°

VCR )= ¥05

:#
= ECR 's #try

'

=E ( R
'

) - 4°°

1600 Note : ECRZFVIR )

ECR
'

)=4°°tI tetris
'

1600
ECY ) = I (4oot-a)= ...

(C) PCY > loot ) = PLAN > looa )

=p ( R
'

> to )

RnUlD=Since RN
= p( R > Too .to )

40

40=10'd
,=±

.gg#aYoot.0oiei

.

To 4
4

75


