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4.7.1 Exponential distribution

TERMINOLOGY : A random variable Y is said to have an exponential distribution

with parameter 7 = (0 if its pdf is given by
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Shorthand notation is Y ~ exponential( 7). The value of 3 determines the scale of the
distribution, so it is called a scale parameter W J - b ‘J“ l‘)"‘j
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EXPONENTIAL 1/ CF: Suppose that Y ~ exponential(/3). The mgf of ¥ is given by _ _% *

1 "€,

my(f) = gyt w0 0
, =€ P-(-¢)
for t < 1/3. AN\ -
Proof. From the definition of the mgf, we have = l ~0=0
my(t) = E(eY) =f et (%ri_-’”{ﬁ) dy = f f:f”_”’f’?dy
0 £ 0
- 1™ s
A £y // = = / e VY gy
3
f_“ e j'.(lv)t‘j 3 Jo N
= l {_ (1 1 ) evls)—
g gt 0
| 0
_ ( ) osl01/8)-4 } _
1— 3t .
)
In the last expression, note that z = | - e (?-{ )} <tbo
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if and only if (1/3) —t = 0, i.e., t < 1/3. Thus, for f < 1/3, we have
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Note that (—h,h) with A = 1/7 is an open neighborhood around 0 for which my-(t)

exists, [
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Figure 4.11: The probability density function, fy(y), in FEzample 4.12. A model for

electrical component lifetimes,

MEAN AND VARIANCE: Suppose that Y ~ exponential(/7). The mean and vm'iaucc‘ -1
of ¥ are given by MY £ ): l‘ét " = (|- (‘()
E(Y) 7 and V(YY) _ ) -)
ECO)= Melo) = 0 x () S(6) |y.o
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Example 4.12. The lifetime of an electrical component has an exponential distribution

Proof: Exercise. [

with mean § = 500 hours. What is the probability that a randomly selected component = (S! (" 0) é

fails before 100 hours? lasts between 250 and 750 hours?

3
— l - - - [~
SOLUTION. With 3 = 500, the pdf for ¥ is given by E(x) = M‘((o) 7 @ : (I)U tOH) |t=o
- 1 -3
o) = { ﬁf,—w-:tlﬂ‘ y =0 = lé ( - F{) )-(:

0, otherwise,

— = zé
100
1 e
P(Y < 100) = [ ——e /0y ~ 0.181.
500

This pdf is depicted in Figure 4.11. Thus, the probability of failing before 100 hours is
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Similarly, the probaNility of failing between 250 and 750 hours is Soo
0 o 2$°
P(250 <Y < 750) = / e 5%y ~ 0,383, O
- 250 500°
— .—/
EXPONENTIAL C'DF: Suppose that ¥ ~ exponential(/#). Then, the edf of ¥ exists in _ j_
P

closed form and is given by tf ( ,0) 1 —i- e j >0
T . \)
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EXPONENTIAL C'DF: Suppose that Y ~ exponential(/#). Then, the cdf of ¥ exists in

L2
P
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closed form and is given by ’tf ( )_ G e j >0
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FHE MEMORYLESS PROPERTY : Suppose that Y ~ exponential(/3), and let r and s V'A‘w 0(0

dtiv p(rs) -(v{/ Y = -5
he positive constants Then / = ‘ e e ‘3 -
Pors A s ) / wen [ & 4 Fel4)
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That is, given that tllvjfutiluv Y has exceeded r, the probability that ¥ exceeds r+5 (i.e., ( ‘
an additional s units) is the same as if we were to look at ¥ unconditionally lasting until F ‘J
time 5. Put another way, that Y has actually “made it” to time r has been forgotten. &‘M)
The exponential random variable is the only continmous random variable that possesses = S' v ‘\3 'J ]
the memoryless property. P(‘(;j): |-P(‘(gj) > e-% * ‘ ’}V

o w
RELATIONSHIP WITH A POISSON PROCESS: Suppose that we are observing events ‘O_L é ¢ JM
according to a Poisson process with mtv@— 1/, and let the random variable W denote L 0 X o e
the time until the first occurrence. Then, W ~ exponential({ ). r A \9
Proof: Clearly, W is a continuous random variable with nonnegative support. Thus, for L, e— (5) o
w = 0, we have -
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Substituting A —. we have Fyp(w) = 1 — e "7 the cdf of an exponential random

variable with mean (3. Thus, the result follows. O
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Example 4.13. Suppose that customers arrive at a check-ont according to a Poisson At s ¢g?
———

process with mean A = 12 per hour., What is the probability that we will have to wait ),./ uh\"j
N————— —_—

longer than 10 minutes to see the first customer? NOTE: 10 minutes is 1/6th of an hour. sgy0”
— —_— Por

SoLuTION. The time until the first arrival, say W, follows an exponential distribution ()w(}'ss

with mean 7 = 1/A = 1/12, so that the cdf of W, for w > 0, is Fyy(w) = 1 — e 12v. |

Thus, the desired probability is WA C"r(-“j) P( W > [0 mia)z P‘ w’z A‘My

S~

P(W>1/6) =1-P(W <1/6) =1— Fp(1/6) =1 —[1— e V9] = ¢ % 0.135. O
PR ) T emm—
f 1

4.7.2 Gamma distribution

TERMINOLOGY: The gamma function is a real function of ¢, defined hy
RGN "50(7
T [,y e

(t) = / y' ey,
J0 -

m
0o "J ',
= j e Aj =(—e )|°
for all £ = 0. The gamma function satisfies the recursive relationship 0 ,
(@ —1)T{a—1), =

Ploy= @OT2-D
= 1xP=|

C(3)= (34) =P(3)

For example, I'(5) = 4! = 24, ) = 2x f'(l)= 2

Cla): (a4
TERMINOLOGY : A random variable 1" is said to have a gamma distribution with

for o = 1. From this fact, we can deduce that if o is an integer, then

T{a)=(a—1)!

parameters o = 0 and 7 = (0 if its pdf is given by
. : 1_ya-lo—u/d o5
fyry) = .
0, otherwise,
Shorthand notation is ¥ ~ gammala, 7). The gamma distribution is indexed by two
parameters:
0 the shape parameter
1 lie scale parameter
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