
Analysis of Categorical Data

Many experiments result in measurements that are qualitative or categorical rather than quanti-
tative:

• Employees can be classified into one of five income bracket.

• Mice might react in one of three wyas when subjected to a stimulus.

• Motor vehicles might fall into one of four vehicle types.

• Paintings could be classified into one of k categories according to style and period.

• The quality of surgical incisions could be most meaningfully be identified as excellent, very
good, good, fair, or poor.

• Manufactured items are acceptable, seconds, or rejects.

Example 14.1 A group of rats, one by one, proceed down a ramp to one of three doors. Let
pi denote the probability that a rat will choose the ith door, for i = 1, 2, 3. We wish to test the
hypothesis that the rates have no preference concerning the choice of a door. Thus, the appropriate
null hypothesis is

H0 : p1 = p2 = p3 =
1

3
.

The alternative hypothesis is
H1 : the opposite of H0.

To conduct such test, we suppose that the rates were sent down the ramp n = 90 times and that the
three observed cell frequencies were n1 = 23, n2 = 36, and n3 = 31. Consider the significance level
α = 0.05.

Example 14.2 Historically, the proportions of all Caucasians in the United States with blood phe-
notypes A, B, AB, and O are .41, .10, .04, and .45, respectively. To determine whether current
population proportions still match these historical values, a random sample of 200 American Cau-
casians were were selected, and their blood phenotypes were recorded. The observed numbers with
each phenotype are given by n1 = 90 (for blood phenotypes A), n2 = 18 (B), n3 = 12 (AB), and
n4 = 81 (O). Is there sufficient evidence, at the 0.05 level of significance, to claim that current
proportions differ from the historic values?

Example 14.3 A city expressway with four lanes in each direction was studied to see whether drivers
preferred to drive on the inside lanes. A total of 1000 automobiles were observed during the heavy
early-morning traffic, and their respective lanes were recorded. The results are: n1 = 294 used lane
1; n2 = 276 used lane 2; n3 = 238 used lane 3; n4 = 192 used lane 4. Do the data present sufficient
evidence to indicate that some lanes are preferred over others?
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A goodness-of-fit test:
H0 : p1 = p10, p2 = p20, . . . , pk = pk0,

where pi > 0 and
∑k

i=1 pi = 1. The alternative hypothesis is

H1 : the opposite of H0.
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A special case:
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Example 14.1 (Continued)
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Example 14.2 (Continued)
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Example 14.3 (Continued)
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Example 14.4 The number of accidents Y per week at an intersection was checked for n = 50
weeks, with the results as shown in the Table. Test the hypothesis that the random variable Y has
a Poisson distribution with λ = 0.5, assuming the observations to be independent. Use α = 0.05.
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Example 14.4 (continued) The number of accidents Y per week at an intersection was checked
for n = 50 weeks, with the results as shown in the Table. Test the hypothesis that the random
variable Y has a Poisson distribution, assuming the observations to be independent. Use α = 0.05.
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