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STAT 713: CHAPTER 8 JOSHUA M. TEBBS

8.3.2 Most powerful tests
Definition: Let C be a class of tests for testing

HO NS @0
Versus

Hl:ee@g,

where ©5 = © \ ©). A test in C with power function 4(f) is a uniformly most powerful
(UMP) class C test if
B(0) > p*(0) for all 0 € O,

where *(0) is the power function of any other test in C. The “uniformly” part in this
definition refers to the fact that the power function 5(0) is larger than (i.e., at least as large
as) the power function of any other class C test for all § € ©f.

Important: In this course, we will restrict attention to tests ¢(x) that are level « tests.
That is, we will take
C = {all level « tests}.

This restriction is analogous to the restriction we made in the “optimal estimation problem”
in Chapter 7. Recall that we restricted attention to unbiased estimators first; we then wanted
to find the one with the smallest variance (uniformly, for all # € ©). In the same spirit, we
make the same type of restriction here by considering only those tests that are level « tests.

2

This is done so that we can avoid having to consider “silly tests,” e.g.,
p(x) =1 forall x € X.

The power function for this test is S(0) = 1, for all § € ©. This test cannot be beaten in
terms of power when H; is true! Unfortunately, it is not a very good test when H is true.

Recall: A test ¢(x) with power function 5(0) is a level « test if

sup B(0) < a.
[ISCH

That is, P(Type I Error|f) can be no larger than « for all § € ©,.

Starting point: We start by considering the simple-versus-simple test:

H() 10 = (90
versus
H1 10 = 91.

Both Hy and H; specify exactly one probability distribution.

Remark: This type of test is rarely of interest in practice. However, it is the “building
block” situation for more interesting problems.
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Theorem 8.3.12 (Neyman-Pearson Lemma). Consider testing

H() 10 = 90
versus
H1 10 = 01

and denote by fx(x|6p) and fx(x|6;) the pdfs (pmfs) of X = (X, X, ..., X,,) corresponding
to 0y and 6y, respectively. Consider the test function

fx (x[01)
TR
P(x) =
0 fx(x[601) —k
C fx(x[6)
for k > 0, where
a = Py (X € R) = Ey,[p(X)]. (8.1)

Sufficiency: Any test satisfying the definition of ¢(x) above and Equation (8.1) is a most
powerful (MP) level «a test.

Remarks:

e The necessity part of the Neyman-Pearson (NP) Lemma is less important for our
immediate purposes (see CB, pp 388).

e In a simple-versus-simple test, any MP level « test is obviously also UMP level a.
Recall that the “uniformly” part in UMP refers to all § € ©F. However, in a simple
Hy, there is only one value of § € ©F. I choose to distinguish MP from UMP in this
situation (whereas the authors of CB do not).

Example 8.13. Suppose that X;, Xs, ..., X,, are iid ‘beta(@, 1), where 6 > 0; i.e., the popu-
lation pdf is
fx(z|8) = 027110 < 2 < 1).

Derive the MP level « test for

L o: L
Gl o=t whket f Hiio:
versus

H,:0=2. 6.2 I:f H|.' ©=3

Solution. The pdf of X = (X3, Xo, ..., i isfor 0 < o

fx(xl0) X T[6at =0 (
=1 3
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L
2

Ix(x12) 2 (g )™ @) N

=1 Ly

Form the ratio

fx (x(61) _ —
fx(x[6) /' fx(x[1)  1m ([0, )t LU"M”'

#The MP level « test uses the rejection rejection

R:{XEX: QRﬁxi>k;}7 f{;gzzB"ﬁ'x{%\"‘l &S {X‘:—ﬂok']
~ i=1

o

where the constant k satisfies VM,:W""’

a:szl(XeR):P(

Instead of finding the constant £ that satisfies this equation, we rewrite the rejection rule
{2"T];_, ; > k} in a way that makes our life easier. Note that

2"ﬁ:6¢>k = ﬁxpm &) 5> An X >k

i=1 =1
)

We have rewritten the rejection rule {2" [, x; > k} as {d_;", —Inz; < k'}. Therefore,

=P<2"HXi>k =1 P-01
i=1

We have now changed the problem to choosing &’ to solve this equation above.

Q: Why did we do this?
A: Because it is easier to find the distribution of > " , —In X; when Hy : 6 = 1 is true.

Recall that

QW(V\ R 1 )
HO Ho .

X; ~U(0,1) = —InX; ~ exponential(1) o

== Z —InX; gamma(n, 1). ¢

i=1 T Gorra -—
nll-
Therefore, to satisfy the equation above, we take k' = g, 11-a, the (lower) a quantile of a
gamma(n, 1) distribution. This notation for quantiles is consistent with how CB have defined

them on pp 386. Thus, the MP level a test of Hy : 8 = 1 versus H; : 6 = 2 has rejection

region 01 v& ©=2
R:{XG){ZZ—IH,’L‘i<gn’L1a}' = MFM 9:[ \/S 9:3
= g=( vs &F
Special case: If n = 10 and « = 0.05, then gi9,1,0.95 =~ 5.425. \ i
) ‘.
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Q: What is 3(2), the power of this MP test (when n = 10 and a = 0.05)?

A: We calculate »
B(2)=P (Z—lnXi < 5.425 ‘ 0 :ﬁ .

=1

—

Recall that

xX; 4 beta(2,1) = —InX; % exponential(1/2)
10
= Z —nX; % gamma(10,1/2).

i=1
Therefore,

5.425 1 o o
B(2) = / ——— u’e ““du =~ 0.643.
o I(10) ()"

) () -
(

~
gamma(10,1/2) pdf

Proof of NP Lemma. We prove the sufficiency part only. Define the test function

where k£ > 0 and
a = Py (X € R) = Ep,[op(X)];

i.e., ¢(x) is a size « test. We want to show that ¢(x) is MP level a.. Therefore, let ¢*(x) be
the test function for any other level a test of Hy versus H;. Note that

Eg[¢p(X)] = o
Eg[o"(X)] < a.
Thus,
Ego[0(X) = ¢"(X)] = Ep,[0(X)] — Eg [¢"(X)] = 0
Define 7

b(x) = [p(x) — " (x)][fx(x]01) — kfx(x[b)].

We want to show that b(x) > 0, for all x € X.

e Case 1: Suppose fx(x|61) — kfx(x|6p) > 0. Then, by definition, ¢(x) = 1. Because
0 < ¢*(x) < 1, we have

b(x) = [p(x) — ¢"(x)] [fx(x]61) — kfx(x|6h)] = 0.

N J

<

~
0 >0

Y
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e Case 2: Suppose fx(x|61) — kfx(x|6p) < 0. Then, by definition, ¢(x) = 0. Because
0 < ¢*(x) < 1, we have

b(x) = [¢(x) — ¢"(x)] [/x(x|0h) — kfx(x|0)] = 0.

7 \a

—
<0 <0

e Case 3: Suppose fx(x|0;) — kfx(x|0p) = 0. It is then obvious that b(x) = 0.

We have shown that b(x) = [p(x) — ¢*(x)][fx(x]61) — kfx(x]00)] > 0. Therefore,

[0(x) — &"(x)]fx(x]01) — k[o(x) — ¢"(%)]fx(x|0p) = 0
= [p(x) = ¢"(X)]fx(x|01) = k[p(x) — ¢"(x)]fx (x]bo).

Integrating both sides, we get

[ 1660 = ol xlxlonyix = k [ (o) = 6 () el
that is,
En[6(X) — 6"(X)] = k B 0(X) - 6"(X)] > 0.

~
> 0, shown above

Therefore, Ey, [¢(X) — ¢*(X)] > 0 and hence Ey, [¢(X)] > FEy, [¢*(X)]. This shows that ¢(x)
is more powerful than ¢*(x). Because ¢*(x) is an arbitrary level « test, we are done. O

Corollary 8.3.13 (NP Lemma with a sufficient statistic 7). Consider testing

Hy: 0 = 0, —\F)L[XW) 2 hix) ﬂTG‘/W

versus

H1:¢9:(91,

and suppose that T'= T'(X) is a sufficient statistic. Denote by gr(¢|6y) and gr(|01) the pdfs
(pmfs) of T' corresponding to #y and 6, respectively. Consider the test function

ooy

) gr(tlfn) ~
o(t) = ot
’ gT(t|90)

for k£ > 0, where, with rejection region S C T,
a = PQO(T € S) = E90[¢(T)]'

The test that satisfies these specifications is a MP level « test.
Proof. See CB (pp 390).
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Implication: In search of a MP test, we can immediately restrict attention to those tests
based on a sufficient statistic.

Example 8.14. Suppose X1, Xy, ..., X,, are iid N (p,08), where —oo < p < oo and o3 is
known. Find the MP level « test for

Hy @ = po
Versus
Hy:po= i,

where iy < po. o
Solution.s The sample mean T' = T(X) = X is a sufficient statistic for the N (u, o2) family.
Furthermhore,

2
— g (t-p0)?

o 1
T~N(pw=2) = tp) = ———=e >0 ,
(,u ”) or {tlu) \2mod/n

for t € R. Form the ratio
1 6—%('5—1“)2
gr(tlp)  /2mag/n e T G
gr(t|po) 1 oyt '
2102 /n
Corollary 8.3\ 3 says that the MP level « test rejects Hy when v’l"‘“{ V&

208" Ink — (uf — p13)
2(po — p11)

M ((t— 2—t— 2
. 20(2)[( pa)?=( #0)]>k PR

= k', say.

Therefore, the MP level « test uses the rejection region

gr(t01) } )
S=<teT: >k, = {teT t<k'},
{reT o ¢ J
where k' satisfies
/ k/_/L0>
a=DPg(T<k) = P(z<
M( ) ( Uo/\/ﬁ

k' — o — .
0'0/\/5_ “
= k= Mo — Zaao/\/ﬁ.

—

Therefore, the MP level a test rejects Hy when X < g — 2400/+/n. This is the same test we
would have gotten using fx(x|uo) and fx(x|u1) with the original version of the NP Lemma

(Theorem 8.3.12). VMR \9 € ot

, . A
PAGE 89 %—w Vot P20 7
\/\(.‘ ‘/\C_V\O




	Note Mar 19, 2019
	713

