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8.3.3 Uniformly most powerful tests

Remark: So far, we have discussed “test related optimality” in the context of simple-versus-
simple hypotheses. We now extend the idea of “most powerful” to more realistic situations
involving composite hypotheses; e.g., Hy: 0 < 0y versus Hy : 0 > 0.

Definition: A family of pdfs (pmfs) {gr(¢|0);0 € ©} for a univariate random variable T
has monotone likelihood ratio (MLR) if for all 6 > 6, the ratio

gr(t[02)
gr(t[61)

is a nondecreasing function of t over the set {t : gr(t|61) > 0 or gr(t|62) > 0}.

Example 8.15. Suppose T ~ b(n, ), where 0 < § < 1. The pmf of T is

gr(t]0) = <?) o1 — )",

fort =0,1,2,...,n. Suppose 6, > 6;. Consider

ity ()00 (Lot [ —w]ﬁ

gr(tl6r) (7;) 6 (1 — 0y)" B 01(1 —062)

Note that (}:Zf)n > 0 and is free of t. Also, because 6, > 6;, both
92 1— 6)1
—=>1 d 1.
G, >1 and I— 5 >
Therefore,
gr(t]62)

= 0(917 92) at,
——

>0

gr(t]61)

where @ > 1. This is an increasing function of ¢t over {t : t = 0, 1,2, ...,n}. Therefore, the
family {gr(¢|0) : 0 < 6 < 1} has MLR.

Remark: Many common families of pdfs (pmfs) have MLR. For example, if
T ~ gr(t|) = h(t)c(8)e* O,

i.e., T has pdf (pmf) in the one-parameter exponential family, then {gr(t|0);0 € ©} has
MLR if w(f) is a nondecreasing function of 6.
Proof. Exercise.

Q: Why is MLR useful?
A: Tt makes getting UMP tests easy.
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Theorem 8.3.17 (Karlin-Rubin). Consider testing

HO 10 S 90
Versus
Hl 10 > 90.

Suppose that T" is sufficient. Suppose that {gr(¢|0); 0 € O} has MLR. The test that rejects
Hy iff T' > tg is a UMP level « test, where
o = PgO(T > to).
Similarly, when testing
HO 0 Z 00

Versus
H1 10 < 00,

the test that rejects Hy iff T' <ty is UMP level o, where a = P, (1" < ty).

Example 8.16. Suppose X, X, ..., X, are iid Bernoulli(6), where 0 < 6 < 1, and consider
testing

HO .0 S (90
Versus

H129>00.

We know that .
T=>Y X
i=1

is a sufficient statistic and T ~ b(n, §). In Example 8.15, we showed that the family {gr(¢|0) :
0 < # < 1} has MLR. Therefore, the Karlin-Rubin Theorem says that the UMP level « test
is

o(t) = 1(t > to),
where £y solves

a = Py (T > ty) = En: (Z‘) 0L (1 — 0p)" .

t= \_toJ +1

Special case: 1 took n = 30 and 6, = 0.2. I used R to calculate the following:

to Py, (T > [to] +1)
7T <ty <8 P(T > 8|6 = 0.2) = 0.2392
8< 1ty <9 P(T > 9]0 =0.2) =0.1287

9<ty<10  P(T >10|# =0.2) = 0.0611
10<ty<11  P(T>11]6 =0.2) = 0.0256
11<ty<12  P(T>12/6 =0.2) = 0.0095

PAGE 91



STAT 713: CHAPTER 8 JOSHUA M. TEBBS

e |
=
< _|
o

= © _]

e ©

=

3]

c

S

2

—

]

g <«

[
N
<)
=
IS

0.0 0.2 0.4 0.6 0.8 1.0

Figure 8.4: Power function 3() for the UMP level @ = 0.0611 test in Example 8.16 with
n = 30 and 6y = 0.2. A horizontal line at o = 0.0611 has been added.

Therefore, the UMP level av = 0.0611 test of Hy : 0 < 0.2 versus Hy : 0 > 0.2 uses I(t > 10).
The UMP level a = 0.0256 test uses I(t > 11). Note that (without randomizing) it is not
possible to write a UMP level a = 0.05 test in this problem. For the level a = 0.0611 test,
the power function is

30

o0 = nur =10 = Y (V) -0,

=10
which is depicted in Figure 8.4 (above).
Example 8.17. Suppose that X, X5, ..., X, are iid with population distribution
fx(x|0) = 071 (z > 0),
where # > 0. Note that this population distribution is an exponential distribution with mean

1/6. Derive the UMP level « test for

H() 10 Z 00
Vversus
H,:0< 90.
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Solution. It is easy to show that
T=> X
i=1

is a sufficient statistic and T' ~ gamma(n, 1/0). Suppose 65 > ¢, and form the ratio

]' tnflefegt
gr(tfa) _ T(n)(3) _ (@ ) —t02t0)
gr(t|6) 1 —1g=0it 04
F(n)(%)
Because 0, — 61 > 0, we see that the ratio
gr(t]62)
gr(t]6h)

is a decreasing function of ¢ over {t : ¢ > 0}. However, the ratio is an increasing function
of t* = —t, and T* = T*(X) = —>_" | X, is still a sufficient statistic (it is a one-to-one
function of T'). Therefore, we can apply the Karlin-Rubin Theorem using 7* = —T instead.
Specifically, the UMP level « test is

o(t") = I(t" < to),

where t, satisfies

o = Ejp, [¢(T*)] = PQO(T* < tO)

3 - pyr=Ci)

RN °I
Because T ~ gamma(n,1/0), we take —ty = ¢n1/00,0, the (upper) o quantile of a

gamma(n, 1/6y) distribution. Therefore, the UMP level o test is I(t > gn1/9y.0); 1.€., the
UMP level « rejection region is

R:{XEX:in>.
i=1

Using x? critical values: We can also write this rejection region in terms of a x? quantile.
To see why, note that when 6 = 0, the quantity 20,7 ~ x2, so that

o = P90 (T > —to) = Pgo (290T > —290t0)
== 4 —290t0 s X%n,a'
Therefore, the UMP level a rejection region can be written as

n n 2
o . 2 o . X2n,a
R—{XGX.Q@QZZL‘,’>X2R7Q}—{XEX.;%Z'> 290}.

i=1
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vm P

Power function

Ho: @24 °ys H, 0<%

Figure 8.5: Power function §(6) for the UMP level o = 0.10 test in Example 8.17 with
n = 10 and 6y = 4. A horizontal line at o = 0.10 has been added.

Remark: One advantage of writing the rejection region in this way is that it depends on a
x? quantile, which, historically, may have been available in probability tables (i.e., in times
before computers and R). Another small advantage is that we can express the power function
B(0) in terms of a x? cdf instead of a more general gamma cdf.

Power function: The power function of the UMP level « test is given by

2 6) 2
BO) = P(XeR) =P (T>2me) — p, (27 > X2ne
2%, %

OX3n 0
= ]_ — Fxgn ( 90 > ,

where Fz (-) is the x3, cdf. A graph of this power function, when n = 10, a = 0.10, and
6o = 4, is shown in Figure 8.5 (above).

Proof of Karlin-Rubin Theorem. We will prove this theorem in parts. The first part is a
lemma.

Lemma 1: If g(z) Tha « and h(z) Tha 2, then

cov[g(X), h(X)] > 0.
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